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1.1. Data Communication

1.1.1. Data Communication

1. Data Communication

-&41(Telecommunication )& Z13}/ X’_‘i/ dlgo]d I olol= A ] oAlA-FS onlg)
glo]E]- &4l (Data communication)& &+ 7]7] 7}077 ’:770757’5‘ FHE= FL1E o]n]gt
data communications= SF.=9o](chipset, NIC chip )9,1 AT ELo](£Al Heo] 5)2 Fd

A wifi, bluetooth 5 data communicationS T3 sF= CFF

o 78 EHE
data communication2 ofgfeF Zro] J7IX] £ EHJES 7H4.

Y (delivery) : A|2HE Hlo]ElE SHRE T2 2] o] FE5)oF of.
YoHy (accuracy) : A|2HS HoJEHE He glo] FelolA FEsfiof gt
AL (timeliness) : A|2HS Ho]E[E Al E A7k yjof FEafoF of.
g YE (jitter) : A A HE ]Ztt@ﬂ} oot Yojuz] gf=5 Sffof gf.

o] 7] A] jitter= HZ1 A AIZF 2o mhE Heojit BiE 7] gL ongl.
3. 74 24

data communication=2 ofgie} Zro] 5712 724 @ 4+E55 1.
Uﬂ/‘ixl(messagd Tl fojH.

£z} (sender) : messageE Hfl= AFE.

41z (receiver) : messageE EF= AFE

/‘ o %] (transmission medium) : HIAX|7} o] & o= &e] & ¢l FZ. (cable, &7])
£EE£(protocol) data communication2 AJolol= F2F9] Hgk
FHE Ausle 5% /=e]F] F25 EEo] A9 (channel)o]2l 1 E g}
Rule 1: Rule 1:
Rl Protocol Protocol Rie 2
Rule n: —  Message |- Rule n:
Sender Receiver

Transmission medium

1.1.2. Data Representation

gjo]e] FE ' " (Data Representation)ofl= ofgief 212 ZEo] Ql&.

1. text
bit pattern9] Feroz2 FHe o] oIS codedtil oF1l, HAEE ENE I7E codingo]Efil g
codedfl= Unicode, ASCII 5-0] -2

Unicode= 32bit 2 patterns 24sF1, AJ4Fe] BE ¢lo]E FooF 4~
YL, Unicode®] 31 12770(2 13} 5)o] ol B4 HHY

O]
Rl

. ASCII= 8bit2 patterns
o

2. number
number+= o2 s Hokeh

3. image, video




imagei= 54 (pivel)o] thst FL2 HHF imageo] AL 3717 HH(RGB)Z HHT.
4
o

4. audio

ojftF o g o] TF53t text, number, imageQh= Y], HLHQ] floJE]E Zpx|HE HIjo] #H
HRAlS 7]R].

o 1= =]

1.1.3. Data Flow

Hojel 7t H48 7 i Wael ape} Hjo]el & (Data Flow)S £ 5 9. 917]419] data flow
£ oY E4L R

'~

1. stmplex
Y (simpler)i= Y EUE Jr]Ek. AZE F FA F Sl SUY ok, oE st
A 7412 7hsgt.

o & 5], 7|HE, e HUE Fo] 9IS

2. half-duplex

Ho] (half-duplex) = 2} F2|o 4] /7418 FAI] 7
T 2L 4 /5410] BIE J155lR]0E §1Eo] 4416}
A& Sof, 277, /¢l 8Ft] @ (CD radio) 50] 2.

3. full-duplex
ol 5 (full-duplex)= 2F FR]NA] &/741S &A]
GAIE Hlo]EE SN S 5 9l

A& 50, Y2} 5] s

=,
>
Oli
&)
915
N
9,
e
o2
o
%
o
>
o
lo
5
31‘4
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my,
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1.2. Network

1.2.1. Network

1. Network
Y E QT (Network)s 28 7156t 7]7]59] 4ke A4 FeF
b 5 Y41, client’} H F&E 912

]. host-client F£Z0JA] Z} 7] 7] &% host

no

2. connecting device
networkol A<= &8 2] (connecting device)7F 2} layero] Hjsl &2Folo] Hojg HE W x| dES

A SIS
Tt
Rule 1: Rule 1:
Rule 2; Rule 2:
ue Protocol Protocol e
Rule n: Rule n:
——  Message —

L 7
Sender . - Receiver]
Transmission medium

ofgjo} Zro] 37}x] Z£29] connecting deviceZ} X[ EF.

1) Repeater/Hub
Repeater= physical layero]] gjsF connecting device Q. FAEERE signalo] 17 ZFOFR]| A LE corruptE] X]
Fg ol bit E YYD o]y 2Y 52+

B A S W

Al ethernetof A= star topologyE T2 AF§-oF=t]], &17]o)419] repeater= 7]E2] 7]HFo] ofLa}f
Z} pointE AEol= JE P& o]uf 9] repeaterE Hubf 1k 3} o] F-¢ F4of ofE forwarding




o] oftjef B portE e HESIEE hubi= switchefil

Sent y

A v
'\ A\ A\
\(}/, .D\scarded ¢ ), Maintained Discarded \K/;
‘w\' \\\\7{.; . \< ; >
A B D

2) Bridge

Bridege ¥+ L2 switchi= physical/data-link layero]] TjeF connecting device. physical layer ZHojl
AL QRS signalS A HA] H40F1, data-link layer ZHOAJ= physical addressE 291510
A519] port & oft] 2 FAGAE HHe. ] B, network RN MAC F48 7Jiho = oz
HRIE HAAsIL forwardingsf= A

tred] switch2al 51 bridgeE o]0l

A
71:2B:13:45:61:41 71:2B:13:45:61:42 64:2B:13:45:61:12  64:2B:13:45:61:13

Bridge Bridge table
Address Port
71:2B:13:45:61:41 1
’ 61:

71:2B 42 2
64:2B:13:45:61:12 3
64:2B:13:45:61:13 4

!

3) Router

Router= EE= L3 switchi= physical/data-link/network layero]] tfgF connecting device®. physical
layer ZH A= Q& ERL signal-S A SPA] H45l1, data-link layer = Hoj A= physical address
£ 31915111, network layer ZHoJ A= network layer addressE 2Folgl. CFA] @3l routing tableS
AF& 5] networkE TFE networkl HFsk= X2 packet WY, F= {8, HOF 55 A2/gf
router= physical address2} logical address =5 7IF]. ESF routeri= HAE o2 networko] tjja]]
interface(+=2]& /& 8] 4 port)E ZIX|=t], Z} interface= G networkoj] ZE e IP addressE eFghdl
=. 5, router= o] 2] 7§C] IP addressE ZFX| 7] H. & &E°l, F oA HYol= option & 1 o4
router= network® =2 IP addressE 715].

repeater?} bridges= LAN 2o 4] o] RIS A B]H}H, router+= network(LAN, WAN)7]2] 9] 9 4-&
A 2]el. =, internetworksE 74 F.

To the rest of Internet

Router

Ten-Gigabit LAN
Bridge

Gigabit LAN Gigabit LAN
Bridge Bridge

& o :-é;';,. \.‘,;_. ‘.\‘
3. Network B7} 7]&
Networke] H7} 7]Fo= ofaof ZHe AHEo] ¢lL.
5(Performace) : HJo]E 2] @7} 2ol g B,
{2]Y (Reliability) : A Bk, Lo A] B2 A7 Aol 5o bier A3t o2 F7F
59K Security) : B]I7}E e, Ho]E] 15, do]g] &de] tjgh B /Y So Fop.




1.3. Network Types
1.3.1. LAN

LAN(Local Area Network)& 7Fg, AH24, 712, 81t ©9]] networks 2. LANS host5-2 A2

= a-

ofg] oz Lok 5 Qlg. IO E bus topologyZ FFHSF7| e YT, X]F+S F2 star topology
2 g% & vifi & 74 LANE A2k

1.3.2. WAN

1. WAN

WAN(Wide Area Network)2 TA|, =7} TFeJo] networkE Bel WAN-E connecting device(router,
switch, modem )& & 7HE 7 U

WAN-L o 2] HFA] 0 2 2S5 connecting deviceE &-§5F¢] switched WANE 7+ F7] &= 8}, point-
to-point WANS F245F7] = &F.

2. internetwork
internetwork(internet )= 27f o]&F9] networkZ} HAE Z-S 2ok

of 7] 41 9] internet:> InternetZ= -2 5= JHE ¢

Switched WAN

Point-to-point

WAN
Router
. Router
% Point-to-point
'-_ WAN LAN
Router
e \ \
F .

3. Internet
oIl Yl (Internet)L FAJA L] ZR]Eo] A2 HZAE o] fo]elE F£178H= internetworkd.
Internet=2 backbone, provider network, customer network, peering point & 0.2 74 H.

F419] layere]l Q1= backbonee Fi2 At] 41 SAHATET, NTT 5)5°] o5 £FHE tit2

network®]. 1 T2 layero] Sl provider networks backbonel] AJH|AE S19] newworkol] &5}
+= network®. backboneZ} provider networkE EE50] QeI AJH]A A FIF(ISP, Internet Service

Provider)2lil 2E.
customer networks= 59 layer © ZA] Internet© 22 E] x|-FEH= A]H]A

=
=
peering point= % o2 dA@ste] dlo]EE HHHoR wHY 5 Y= o

1.3.3. Switching

913 (Suitching)2 H|o]E1E G A2 BUYFE (forwardingsHe) SHS Sl networkol=
switching Q] HFA]of u}2F Circuit-Switched Network2} Packet-Switched NetworkZF Q12




1. Circuit-Switched Network
switchZF = ZFR] Aol o] A7l (circuit) o] BF= -8 5] (dedicated connection)S A|-&0F= BFH]. switch
£ 2} 5ol gt S45/H]2 oS +Ae

T2 I Ao ol AFEE SIS A H2H= packet-switched networkE T2 283

Low-capacity line
== High-capacity line

Switch Switch

2. Packet-Switched Network
= ZII7F g7 (packet)o]gl= 9|2 flo]ElE FERE vFA] dedicated circuits AFSeF <291
A o4, router A1§e1o] FHT e packets] ko2 F40] ool
packet-switched networks= packet= ]}l forwardingslF?] Yot queues AFESF.
&4 Hlo]E && w2s}7] YAl HoJEE QY /T Y5kl packet 0 2 FFZoloF gF.
Low-capacity line
\ {— High-capacity linJ
Queue Queue

| N 0 0 e ~€=[00O0

Router Router

3G A3}ol| A= circuit switchingS R AT voLTE| A KB = packet switichingg 4. VoLTE+= LTE(4G)
HEHIE Tl 24 ESE Al5ot= 71&Y. T3 VolP= UHEA 2l internet ¢4 (Wi-Fi, ethernet 5)<
Foll =4 F3E AlFche 7Ied. &, $AAEY] olFsAE o] ofd, IEYl AH| A Al F3AHISP) ] Y| E
a5 7|Hte g FAg

1.4. Protocol

1.4.1. Protocol

1. Protocol
I 2 EZF(Protocol)2 B&2 ] §11& 9ol +41/5X /A2 %

-

N
U
S,
2,
A

O
-
Ol
~—
e
=Y
I
lo
o,
o
[2iS)

2. Protocol Layering
B2pgl S4lo] o3k protocol 2F 2¢je] thet AEH Layering) & Foll AA/TE/FAHFE B
48 5 18- ofu] ZF layero] i QI layero}o] H3 288 TefslYl .

o

protocol layering®]] ©JF network modelZ+= TCP/IP, OSI Model 5°] ${

3. principles of protocol layering
protocol layering A9l 2} layerZF 2] #oF ofi= ¢l 2]:2 ofgjjel Z5.

1) 2} layeri= FRIA] AgJo] Sl Zein} 1 W) e B £ 5 YoloF T,
2) 541 591 5 FA]o] tfaf, UG layero] SIRSFAA A2 hg e 5= packet 1 gro] FLsHoF

[ex 3
of.

olE 5], Encrypt/Decrypt layeris encrypt/decrypt X918 % =98 5= lojof ok, FHEo]A]
encryptall Al B Hlo]EIE decryptatdl 2] Hjo]Elo} 5 Lo} 3.

1.4.2. Internet F4 A



nternete] 1 53 JAE A Wo}) 945 offs) e FaEE AGT AT W Tl E
TUEYZ(FHE) B719, £ D7]9] HolA] HF
1. MAC F£&

MAC(Media Access Control) 4= HIE QT 9] zF ZF2]7F 7FX] 11 Qli= NIC(Network Interface Card)
o QEHE F42, network Yo A] FAE HEel] 9o AHEE. 163152 o] .

o]yl (Ethernet)2 LANOJAS] MAC F£4 HH = a]o tiegr T2 E-FQ]. ethernetS AF§-dF= net-
work-E ethernet network2l1l gF.

2. IP &4
network ol 25 A Hst7] Qo AFEEE F4. dolof whaf IPvj, IPv67F Y11, A ipeF 391
ip 59 EF7} EAe

1.4.3. TCP/IP

1. TCP/IP

TCP/IP(Transmission Contorl Protocol/Internet Protocol)~= Q=Y Internetof A Al& 5= T2 EZ
Z]5Fo]
N

TCP/IP= oFefjet go] 5719 layer2 g% o] 2, 2} layer:= W59 ZREZFS Zoolal Q]
1) Layerl. 52| (Physical) layer : E2]%] Q] (1 HS 5l H{EE JEd}= layer.

2) Layer2. to]g] @ (Data link) layer : ZEeF & 790] XS ~3HSF= layer. (ethernet 5.)
3) LayerS. YEY T (Network) layer : SRR} 21210] (1 HS AMASlE= layer. (IP 5-.)

4) Layer4. {4=(Transport) layer : port A18], g]o]E] reliability, S& H2] 55 +Yol= layer. (TCP,
UDP E.)

5) Layer5. &-&(Application) layer : AF§F2LO] 415 2F-8-5 Ze]oh= layer. (HTTP, HTTPS, DNS
&)

IOl Al Eeoh 57/’7’—4 layer<= OSI TAl5-0)l 4] 5719] layer— ZEA2F HF et Zo]al, 7] 9] layerZ HH
L7 = g} o] FHL network layerE Internet layer2 22737, data link layer2} physical layerES S-0]A]
HE 0_]3 OHH]/‘ Z]] (Network Access layer) 02 HE EZ2 ool EQgF

2. fesl/ 93}

£RIZF ZoJlA] HJo]E] = application layerofA] physical layer2 S 2A] EE=g], o]uf Z} layero] et
Slo] 7t £7FE M &3} (encapsulation)d. o] SElE RIRF Zofl4] layer— AzXH GH=SF (decap-
sulation)¥. o]uj] t]o]El= encapsulation® FEfo]] ufal cf2 HZJ o2 H

encapsulationof] 9]t Hjo]e] w3} thQl= ofgfjol ZFo] layerd EH3Z o] —f—/‘(b’o; 1, Heo] ZF Y E
EEo] g7l (packet)o]2t 1 E HE

1) B]E(bit) : physical layero A= frame2 H|EZ H$lsfo] F43}.

2) ZaQ(frame) : data link layero Al ethernet SJEE 2718t A. MAC F4 5-& L33k

3) dlo]E] 713 (datagram) : network layero] 4] segmento] ip SJE|-& F7IeF A. ip £4 55 E ek

4) A1 E (segment, TCP)/Ei]O]E']jﬂy(damgmm UDP) tmnspom‘ layerofA] message] transport
layer SE[& F7Fek A. port Ho, A|EA Blo, o7 Ao] YH 55 ZIe

5) ”f]/l];(](message) : http-‘%’ http Uf]/(]X] application layeroﬂ/(-] _Q_Z—]/_QEH)]] hitp 5]]1:_] 'OEEO' _%__
7FeF A. uri F 2, hitp HIA = OEg Tz}

3. Addressing

bitZ2 FHEEE FLE TH
g-§-ofo F1lgk

layer'd 2 IR Qi H 2] Q] T4 ofgof 25
1) data link layer : physical address(MAC F4).

o

MR ‘l‘ﬂ

%

Qi physical layerE AT layerSL S8 FA9} B3} F4E




2) network layer : logical address(ip £4). networko] o2l tFg 4= QU= physical addressof] =& 2] 9l
&41I& ZFsolA 2k

3) transport layer : port address(port W ). 7]7] W] process A'H-S 9ot F4.

4) application layer : application specific address(email, URL 5 ). AF&X}F RISFE 0] F4.

4. dlole Jg 7%

encapsulation® HJO]EJ= connecting device(switch, router )53 AXH EZz]2 HAgE.
switchi= data link layerS A 2]gF. =, LANO| fjsj E&}5t1, MAC
(sutich, router, 25%] 5)o] Ho|EZ A4

router+ network layer& X 2]el. =, WANoJ tjjsfl E2}5l1, ip A& 3Folofe] XA er ZHx] (switch,
router, 23] 5)of HJo]c}2 A4

L2 2 AR CH dlo[E 9] FE7} layer A T2 ALE/AHA =] 2] 2] .

B
i
5
0,
Ol
-
£
)
2
Ol
-
N
=

Source (A) Destination (B)
Application Application

Transport Router Transport

Network Switch Network ¢ Network
Data link Data link Data link Data link Data link Data link
Physical Physical Physical Physical Physical Physical

Communication from A to B

b i - Router - b sl
A Link 1 Link 2 B

Link 3
@
<
c

5. end-to-end/hop-to-hop

3, 4, 5 layer= end-to-end& HZFSOF eF. =, 3, 4, 5 layero] tfjgF gjoJElE= 57F 2] (hop, host2}
router )] 7§ o] SR} RIxp7] 2]k AFg-5l{oF 511l, hopo] O]alf mjzlo] 47 EH ¢F . o]
layer&-< interneto] 419 415 2] gk

1, 2 layer+= hop-to-hop& BES|oF oF. =, 1, 2 layero] Hiet H|o]El&= hopol Al AR&3HoF 3. ©] layer
22 SEFOIH e linkol o] F4E H2IF

o 7] A hop& host routerE 2]u]gl.

router+ data link layer HJoJE] (frame)o]] T3} decapsulationS =511, swtich—= H]o]E|E 7 51X]
OoF O
15 = -

1.4.4. OSI Model

OSI(Open System Interconnection) 7#4]= model:> ISO(International Organization for Standardiza-
tion)of| Al A ek T2 EZ okl

1SO= =A] E=5 A goks =4 7] 8.

B F GR O 2 layerE FH k= ], B layertt W57 = gf. EoF A2+ TCP/IP
LREFS T2 ARk

10




Application
Presentation Application Several application
protocols
Session
Transport Transport Several transport
__| protocols
— Internet Protocol
Network Network and some helping
—! protocols
Data link Data link Underlying
LAN and WAN
Physical Physical technology
OSI Model TCP/IP Protocol Suite

1.5. Ethernet

1.5.1. IEEE project 802

IEEE project 802+ ethernetS EQFSF physical/data-link layer protocol®Q] FAZ 0l EFES A3k
ZEAEY].

IEEE projecto] Al data-link layerE& LLC(Logical Link Control. DLC2} -8 5= 7Y )2F MACS
2 =S LLCE framing, flow/error contorl & HE IEEE LANOJA] B+ link E41-S X]-H5l=
220l MACE 7] LANO| w2} 55 758 +Fote 22,

LLC: Logical link control MAC: Media access control

LLC

Data-link layer N
Ethernet | Token Ring| Token Bus

MAC MAC MAC

Ethernet |Token Ring| Token Bus

Physical layer physical | physical physical
layer layer layer
O Transmission media ) O Transmission media )
OSI or TCP/IP Suite IEEE Standard

1.5.2. Ethernet

Ethernet=2 wired networkej] gl physical/data-link layer protocolQ].
ethernet-2 data rateo] ofe} standard/fast/gigabit/10-gigabit ethernet O 2 LiH.

WARE o protocol50] AAAITE, etherneta A 2ot tik7F AT 5.

1.5.3. Standard Ethernet

Standard Ethernet 7} EZ2Z Q] ethernet O 2, ofgfjo} ZHe ERJELS J1A.

1. Connectionless/Unreliable

standard etherneto A frame& F 1 EH= BERIOJAIE connection©o] EAJSEALE, reliabled}X] &2

2} frame EYHOZ AL, SUAE Y2 AEHAAE oA G2 AL frameo]
5
o

(¢
Az A=z ggod o]g 3] FAIgh statndard ethernetol A= o]l & A2 layero 7]
7]
Q-

t

2. Frame Format
standard ethernet2] frame foramt2 olgol ZH2.

1) Preamble : synchronizationS ¢JeF Z&. 010101--- 2 74 H.
2) Start Frame Delimiter(SFD) : frame A|ZF o] TigF delimiter. 01010111¢].
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3) DA/SA : destination®} sourceo] tfF link-layer address$.

4) Type : frame©] encapsulation$F packeto] L] layerof 4] AFS-3F protocol FH &, (ex. IP)
5) Data : 9] layer2 2 E] YRS packet. packet Zo]of ufaf Zo]7} 7P A Q].

6) CRC : CRC9] redundant bit.

Minimum payload length: 46 bytes
Preamble: 56 bits of alternating 1s and Os Maximum payload length: 1500 bytes
SFD: Start frame delimiter, flag (10101011) i i

S Destination Source q
W i address | TYPe Data and padding CRC

| 7 bytes 1 byte 6 bytes 6 bytes 2 bytes 4 bytes

Minimum frame length: 512 bits or 64 bytes

Shwsical Inver
Physical-layer Maximum frame length: 12,144 bits or 1518 bytes

header

4. CSMA/CD
ethernet-> CSMA/CDE AFS-%F.
A starts C starts
attime t, attimet,
A . B . C D
Z S & @
| | | |
Collision i
ty occurs 1
i
Transmission ; 2 — Transmission
time t; Jtime
I}
A detects
collision and
aborts C detects
collision
Time and aborts Time

1.5.4. MAC address

1. MAC address
MAC address= data-link layero] 4] AF-&8F= addressz2, physical address, link address2f11 % gF. o]=
J8bit 210]9] address 2, oFehS} Zol 167142 = 2o A FolA] Lpehd.

0A:00:27:00:00:04

data-link layero A= olt9] linkofl A1 o] -ERITFE 112]8F. MAC addressi= SFLFQ] linkoj]A] &5F node
OF =2 nodeoj] tjoF addresso] 1, 5] linkoJA] TFS link= Yolzh o 1 Zro] A5 A 2] =.
ethernetofA] ZF ZFx]-= NIC(Network Interface Chip)& 7FX]31 11, NICE 1779F MAC address&
slcldre
= 0o rC -

To another

link
N;L;

AgjeL\T >

Link 1

Frame
| N, L, jyp NaLy

Order of addresses

IP addresses: source-destination
Link-layer address: destination-source K‘—r

L
Frame

Link 3 [
S\ —
Ng Lg l
o [0 ]
o @ m - I
B Frame N-L =
Ne Lg
To another
network

12




2. T
MAC addressof+= 37FX] &F7F -

1) Unicast Address : linko]] £x|el= 5FL2] nodeo] tj$F address.
ethernetof] Al AFEElE unicast address+= 48bit A 7]o]n], o] F2 127]9] 16X+E 02 FE5lo]
T3} o2 Bo], A3:34:45:11:92:F1 £0 2 F7|gh

2) Multicast Address : linkof] EA5l= o] 2] noded] tfjeF address.

3) Broadcast Address : linko]] £X5]= H-E nodeo] el address.
ethernetof] Al AFEElE= broadcast address= 48bit Z7]o|H, BE Zto] 19]. = FF:FF:FF:FF.FF:FF

o]
=

1.5.5. IEEE 802.11

IEEE 802.11-& wireless LANO] T ¢t physical/data-link layer protocol®] A A1 HFEQ. WIFI 0]
EEE)

1. Architecture
architectrue= basic service setZ} extended service setO =2 U&= 4= 9

o

=
basic service set-2 stationZ]2] ERISEAH U (ad hoc BSS), station=9] F£7F2 Access Point(AP)2}1l
o= 59 stations HA] SR8 (infrastructure BSS). o]uj stationES 72 SHYE BSSELY 2E.

/Q\, %\

@

Ad hoc BSS Infrastructure BSS

extended service set:2 APE E35f of2] BSSE distribution system O HAG} distribution system
A= wired /wireless LANY & 5.

Server or
gateway
Distribution
system

1.5.6. Hidden State Problem

Hidden State Problem- station a, b, c7} EX&F 0], aoA] b2 ZHZLoF gJo]JE[7F bo = AYEIX]TF ¢
o= AEER] ok, col Ak bo HoJElE FE5Fo] collisono] Ber = Qli= F4 4.

CSMA /CAoJJA A-g5l-= RTS2F CTSE= Hidden-Station problem-S sf4 gk

RTS(request to send)= SRIXFZF FRIZFA] H] o] Bl & HEoH e H=A-F &0/ H+= frameo] 12, CTS(cleq
to send)= 227 BAZF A HOJEE HETE HFT SEFTH= frumed]. RTSOI= o5 E4lo]
channel:S F7loF ofi= A|ZF JHE Zlofal 5. RTSE A2 oFE stations-2 Network Al-

3
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location Vector(NAV)2F1l ol= timerg AJZFole] RTSO &6l A|7Fekg tf7]$F &, channelof] FHZ&
AIE 07-

RTS/CTSE AFg35lH RTS7F CFE ol stationo]] JYEX] grals CTSE LI} d2EH 2
stationof] B3 4 Q.0 2 2 hidden-station problemo] T-ZE collision©] BFAISIX] 912

rlrt

2. Network Layer

2.1. A&

2.1.1. Packet Switching

network layero] A1 9] packet switching BF&]oj] ofjsf &rolH X},

network layer= 7[H 2] 0 2 connectless2 HAE] QO L}, connection-oriented2 FelE]= A= EGF
ZAetctal gf

1. Conenctless Service

Connectless Serviceo A= network layeroA] ZF packetS ZH A o2 FF5L1, ZF packeto] sl
destination @ 2 0] HGarS 1723}

olefl wha} 2} packet A2 THE FR2E HEFAL, £A7} HEH A2 B3 SAL, DFHR] gL
Tt s e Ao BAe] oA B s D8 ool et A 9]t A

o] o
AR
Network
= A connectionless
= ~ packet-swtiched network
/R

== \
| {THEHIHZ— <
\‘;RB RE/ Out of order

2. Connection-oriented Service
Connection-oriented ServiceofJAl= network layerof A A2 ZF2 messageof] £35F= ZF packeto] tjjgt
PAYE T
packet5S F<5}7] Fof] s messageof TSk virtual connectionS -G 5) pathE A3 F o]< A&
Alof] o] packetE-E FAGF path-S ulefi] H4H.
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Legend

Network Q |E| |z| Packets

] I Virtual circuit

= A connection-oriented
packet-switched network

Sender

Network

Receiver

2.1.2. Network Layer Service

network layerof] A A|EE]= serviceE source computer, router, destination computer2] 2 oA zkz}
| HZ} 2AA Q] -2 Fof REAa] 7 elet.

1. Source Computer

source computero A= ofgflol Zre A2 ZF¢Eo] ~al%E. destination logeal address2l next-hop
logical address& 2 F+E235FA].

1) A9 layerZHE ¥R FYH 2 packetS AT

2) routing tableoJA] destination logical addressE& &3] next-hop(destination F= router) logical
addressE AL, HA networko] destinationo] EXSFX] =l routerQ] addressE AA| H.

3) ARP protocolo] 9]} next-hop logical addresso] theF physical addressE Y=

4) MTU table=-FE| MTUE 2o} fragmentationsg}. FoJ A e A E o722 neworko]= link
of disf sfrto] frameo] ZFE 4= Qli= wloJE] Foj 27]o MTUZ} g2J=o] i1, MTUF Hol k=
27]9] packet-2 AL T 7] 2 fragmentationsloF aF.

5) packetS data-link layerZ G4

'
t[Daa_] [Ten] [DA [PT] [T] : Upper layer
vl o
Network Layer Transport
K or others --
| Packetize I

Datagram

Routing Table

DA | NA Datalink [ ¥ |

. . o
L b Source '\‘/);,‘
{r-ﬁ -

A,

| Find next-hop logical address

lDatagram +NA

DA

—

I NA
MAC

computer *
| Find next-hop MAC address ARP
Legend
Datagram + MAC
wlr 9 Link MTU Table ata Upper layer data
Fragment | Link | MTU DA Destination logical address
g = = SA Source logical address
MTU H H PI Protocol ID
ST Service type
NA Next-hop logical address
Eraamentdl 1 Data MAC MAC  Next-hop MAC address
© l I | | MTU  Maximum Transfer Unit
H Datagram header
Fragment [H [ Daa | [ MAC | Thaiktink oo Len  Length of data
LR ] eee
Fragment [ H | Daa | [ MAC |

2. Router
data-link layer22E] packet2 EFo} source computer2l -S-AleH 2F¢lS 4~
off tjal checksum< AH{lsfo] 88 HAFE o

&
29,
RS
4
>,
=
Mo
S

Q

o

™
<




Network layer

Routing table

—>I Find next-hop logical address & D.A N_A
NA H :
l Datagram + NA
NA
I Find next-hop MAC address I: ARP
MAC
lDatagram +MAC - MTU able
| Fragment I: L2 ||
| Mo | 2 | @

Valid datagram? ] _

[true]

Discard

[false] ~ datagram

[pangram |

3. Destination Computer
B
A

[

Data link layer
of incoming inferface

Fragment [ H | Dam | [ MAC ]
Fragment [[H | Data__| [ MAC ]
LR L L]
Fragment [ H | Daa | [_MAC ]|
Maién Bal lovae af aataaioao fntaofana

Reassemble

Wait
| All fragmentsﬁ [true]  [false]
arrived? Discard all
T [false] [true] fragments

alid datagram N

Store data of

Depacketize
each fragment

Discard
datagram

[false]

Network

Processes

Data
link

Data
link

coming

Outgoing

Upper layer data
Destination logical address

Next-hop logical address
Next-hop MAC address
Maximum Transfer Unit

Transport
or others

Network

Destination
computer |

Datagram header

packet5<2 fragment 5 Y10 B &2 O] Z reassembleg}. o[l reassemble timerE AF-E-f timer
7} expireE[H G fragment HAE discardg}.

Legend

Data

H

Data of upper layer
Datagram header

2.1.3. 37} issues

1. Error Control

oA g

2. Routing

E-Z data-link layero Al = error contorlS
By = Q= errorE WX|oFR]= etk

network layerofA] 1 &]sl= F7F issues-2 oo} 2.

16

TR 2] 2 o] hop-to-hopo] Tt

network layerof] A= error control(error detection/correction)S 53¢l

network layerof Al= checksum fieldE A3l headero] gt error detections 585}, HA] packet
of] gjst controlL FHE]X] 8L header+= Z} routerof Al =3 E] B2 2 error control ZF router & host

Z1o 2, ZF routerol A

Routing=2 connectless serviceo A packet forwardingS 93l routing tableo] ter A /72| /<
FollslE 2] 0 2 network layerofA] 7} =2 3F issue & SFLFQ].

p




3. Security
network layer= 7]JE 202 securityo]] ol He]E 51x] YEE HAEYS. 51X]UF connection-
oriented service© 2 9] W7 of] O] IPSeco]eli= A 22 7} AlZo] HaslA] EH S

2.2. IP Address

o] 7]l 4 9] IP address= IPv4 addressQ].

2.2.1. IP Address

IP address+= internetolA] ZF 7] 7] (host, router)E A]Hsl= Hlof AF&EE network layerofA19] ad-
dress9]. o]= $2H|E 77O]§ internetof A] umque( el )ol 1l universal(J2HZ] 02 OlA]E )51A]
o] 5.

IP address@] HE 7] (notation)2 oo} Zro] SHIE tho]2 ZoliA] HE7]5l= Al Binary Notation
A= Z} SHIEE o] (base 2)2 T3] ZolA] FE7]5F1l, Dotted-Decimal Notationo A= 2} 8
HEEZ 1017 F(base 256)2 .02 FEol H7]}

Binary (10000000 00001011 00000011 00011111

= p—

Dotteddecimalllzs 11+ 3 & 31|

IP addressi= NOT, AND, ORY} Z-& bit-wise operation© =2 ZTZFel 4~ ¢l 2.

IP addressof digt addressing(F4> 2]7g) B2 classful addressing, classless addressing©] $1-<-

=

o] protocolo] th3l] Address Space(F4 &7H= oHljr protocolo]| A A|3-5l= A address®] HEY. IP
address?] address space= FASH & 23270] YA E 714,

2.2.2. Classful Addressing

1. Classful Addressing
Classful Addressing:2 address space& 5719 class(A, B, C, D, E)&2 E-&235}17, blockZ Z} 7] #(orga-
nization)H 2 etsl= BFA] O 2 two-level addressingS 7+& ¢l

Class A: 231 = 2,147,483,648 addresses, 50%
Class A Class B: 230 = 1,073,741,824 addresses, 25%
Class C: 229 = 536,870,912 addresses, 12.5%
Class D: 228 = 268,435,456 addresses, 6.25%

Class E: 228 = 268,435,456 addresses, 6.25%

=gl o 7o) MER R, ofo] e} @ & HIE IS SAH 0 FAH0917] 1917].)3he]
classE E78F £~ QL. dotted- deczmal notation© =2 HEH ofgle} ZFo] 10714 zHo] Holof] e} class

Octet1 Octet2 Octet3 Octet 4 Byte1 Byte2 Byte3 Byte4
ClassA [0..... | | [ ] ClassA [ 0-127 | | | |
ClassB [10.... | | [ | Class B [128-191] | | ]
ClassC [110.... | [ [ | Class C [192-223] [ [ |
ClassD [1110.... | [ [ ] Class D [224-299] | | ]
ClassE [1111... | | | | ClassE [240-255] [ [ ]

Binary notation Dotted-decimal notation
Start | 1 1 1 Legend
0 0 0 0 ‘ Check next bit
|Class: AI |Class: Bl |C\ass: CI lC\ass: Dl ‘Class: El D Address class
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2. Class ¥ Address Space

olg]] 73} Zo] class A, B, C= IP addressE& A2 CFE2 77]9] Netid2} Hostid=Z =11, Do E=
ZFZF multicast address@} £ A2 9JF address= -8 ¢F.

Netidi= E7 7]2o] 7FZ networko] tjoF ido]11, Hostid= S5 network2] hostE0] 7FX] = id¢]. o]uj

Netido] JOH FEEE ZF networke] 4 B YJE Blocko]2F1l &F. classful addressingo 4] ZF 7] #F2
1 B o) oaf class A/B/C2] blocks eFgtdroF IP address& %}—9-07'

I Byte 1 I Byte 2 | Byte 3 ! Byte 4 i
Class A II ; Hostid l
Class B | Netid T Hostd
Class C [ Netid | Hostid |
Class D | Multicast address ]
ClassE [ Reserved for future use |

o1 7]of1A] IP addressE 2}48F mli= ofao} Zo] JFE= classe] Netid HE +(n)E /2 Hof HAI5.
ol = classful addressingl.A] QNH .02 ARG WS ofL] XJEk, ol 7]o Al oJ5hE $15) AFG-F-

180.8.0.1/16

networko A 2] A W4 address(HostidZ| 2= 091 address)«= Network Address2f1l S} hosto] gF
E]X] LJS ——Z,‘, network address= 0]7757‘ networ]goﬂ EHo]— /UH‘?}{]-O? router’= network addressZ E_g_
router tableofA] =41ERE packeto] o] H networkz MG E]oJoF sl=2]& 23}

Network Mask-= class(A/B/C)¥ 2 NetidE F&5}7] Yo EAoH= 32H]E Zo]o] HIEHQ]. Netid
of] ol HEL 1, Hostido]] afjgol= HEL 09]. T3] bit-wise ANDZ NetidE F& T 2.

L of

Network 1 Network 2 Network m
ooy e
2
1 m
Router
Routing Process Routing Table
Network address | Interfacef
bieciediee] 1
Destination Find b esd e Interface
address *|Network address s G| ST e
LI
m- 1IH' m. em m

ZF class® blockdl blocke] 2 7]%= olaiol ZHS.

1) Class A
class AofJAl= & SH|EZ] Netid2 AFEE=4], @ 9F 1H]EVL class 7%20]] 93] 002 T PEBEZ =
27 = 127719 blockO] ZA5L1, ZF blockS 224 = 16,777,216 7§29 addressE EFg}l.

Netid 0 Netid 1 Netid 127
‘ oooo 1000 127,000

Class A

0. 255 255 255 ik 255 255 255 127. 255 255 255

128 blocks: 16,777,216 addresses in each block

2) Class B
class BojJA{= & 16H]E7} Netid=2 AFEE[=4], W oF 2H[EZ} class F#E2of 9J3f] 1002 I3 E 22
= ol4 = 16,3847]77/,7 blocko] EAJ5F11, ZF blockS 216 65,536 7]9] addressE ZE &g}
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Netid 128.0 Netid 128.1 Netid 191.255

128.0.0.0 128.1.0.0 191.255.0.0
eoe

Class B

128.0.255.255 128.1.255.255 191.255.255.255

16,384 blocks: 65,536 addresses in each block

3) Class C
class COJA]E= & 24H]EZ} Netid2 AFEE[=4], g 9F 3H|EZ} class FF2of OJ5) 11002 T3 =22
2 221 = 92.097,152709] blocko] A5}, ZF blockL 28 = 256 7§29 addressE EoFg}.

Netid 192.0.0 Netid 192.0.1 Netid 223.255.255

192.0.0.0 192.0.0.1 223.255.255.0
Class C eoe
192.0.0.255 192.0.1.255 223.255.255.255

2,097,152 blocks: 256 addresses in each block

4) Class D

class D= ©FY block o2 FgEo] Qlom, Z} address= multicastingS A eF host group= 3 2Jsl=
gloj] AFgE. =, 35 group ] host&-2 7] (unicast) addressof] =7F2 ©] multicast addressE 7} 7]
E]31, o] addressE AFE3] group Y] hostE)A] multicaster = 1=

Class D ‘224.0.0.0 239.255255.255'

One block: 268,435,456 addresses

5) Class E
class E= @Y blocke 2 FAE o] Qlon ZF addressi= o2FE o] YHFA Q] ExJo] ofd ¢42, A%
protocol 7N 5of] AFE-H.

|
ClassE || 240000 ... = 255255255255
One block: 268,435,456 addresses

classful addressingofA{= o]o} Zro] 1A= F7]9] blockS 7] o] EFsl2 2 address7} §H]E|ALE
(A, B) B2g 5= QI5(C). o]= ZF2ZF subnetting} supernetting© 2 sjder & = s}k o] -2
outingo] BIFAT, class AGo] B2 Po]/ 22 HHF 0 HAHAE £

A& IP7F A = & mE interneto] 53 22 Fr2 S-8-E Aol YA Rls. LA 1
5| oY class2 el ZF 7)o Al AlE 3=

2.2.3. Classful Addressing : Subnetting and Supernetting

1. Subnetting

Subnetting2 7 H-2 addressE 7FX]&= class A/B networkE oj&] 72 ZR2 subnet 02 L&A &F
gol= 7] Q. oFoJA] T}ZE BFAIL network2] hostZ G E= 2-level addressing®] QITHH, subnetting
S Z-§5FH subnetworkZ} F£7FE 3-level addressingo] E.

subnettingol Ali= A-HE subnet] 7o tf-§ %= HIEE Netid Flof F7}2 AR, YRA o=
Site Router(AFd BF2E] )& AF8519] networkE Lz Site= £ 7] 8 59 tisl EA5l= networkS
olnjgl. o Z]&E Netid(n)2F F71eF HIEE A oFol= HIEFE Subnetid(ngu)2F1l SF11, 71 Zol&=
ofefof 2ol AT 5 Y. s subnet] -2, 29] ATAEE.

Nsup = N + logy s
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141.14.01 141.14.31.29 141.14.63.254 141.14.64.1  141.14.90.27 141.14.127.254

Subnet 2

F ses .- see L2 - ses L2 ey
<l € - = =

Subnet 1 141.14.0.0/18

141.14.128.1 141.14.142.37 141.14.191.254 141.14.192.1 141.14.223.47 141.14.255.254

141.14.192.0/18

141.14.128.0/18

Subnet 3 Subnet 4

Site router
Network: 141.14.0.0/16

Internet router

network address@F OFRFZFX] 2 subneto] 7FX]= A HAY address(Hostid7}F 2= 091 address)= Subnet
Address2}1l F. o]E site routero] 4] G packeto] o]H subnetC 2 £{IE]o]of sl=x] AZ5l= o]
orQa =]
= O H-°

IS network mask2} Zro] Subnet Mask= subnet HZ2 SubnetidE F&5F7] Yo £AsF= 32HE

Zo]e] BIEF Q). Subnetido]] ool 8-S 1, Hostido] ool 8- 0. B3] bit-wise AND
2 SubnetidE FZ¢ 5+ 2.

2. Supernetting
SupernettingS 42 L addressE 7FX]= class C network ¢]&] )& sFLF9] 2 supernet 0 2 o] A]
g-gok= 7]H 9.

supernettingo| Ali= g subnet2] 7h=of gj-§%]= H|EE Hostid $Ho] F7F2 AFggl oJuf 7]&
Netid(n)oJA] H[EE 5’ *F‘l?fﬂl E B|EFS Supernetid(nsuper )BF oF12, 1 Z o= ofgfel ZHo]
AL = Q& si= subnetl] J4+2, 22] ASAEY.

Nsuper = T — 10g2 §

I 5F network mask2F Zro] Supernet Mask= supernet B2 SupernetidE £2517] Yo EA5}= 324]
E Zo]o] H{EH Q] Supernetidof] s5sl= HEL 1, Hostidof] sl5tol= HEL 0. T3] bit-wise
ANDZ= SupernetidE F& 4 2.

olgfj e} Zro] classful addressing2 2H-g-3f interneto] A= 4 -2 o] 7] 9| A switched WAN-2 ZF network
Atolof| Al swtiching2 48

LAN: 220.3.6.0/24
220.3.6.1

LAN: 134.18.0.0/16
134.18.10.88

Switched WAN
200.78.6.0/24

200.78.6.14
200.78.6.92

& ; @
220.3.6.12 > > 134,18.12.32

5
(>
.
134.18.14.121

@
2203.6.26
Rest of the Internet

2.2.4. Classless Addressing

1. Classless Addressing
Classless Addressing== ¢/ 2]2] Zo|E 7I& = U&= prefie®} suffix2 IP addressE UF1l, o]of whaf
CIDR-S &-g3dl= 4] 0 2 two-level addresszngE 2]

subnettingZ} supernetting=> classful addressingo419] address $H] /RE ZA& 2ISFA]Z]. ofx]aF 2
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502 poutingo] o BHHA T, class AFGo TE P/ RIS YHHOZ HFHE £F. ofE
s ds}r] YeliAlL IPv62} Zro] T 2 address spaceE 7FX|E BFAIS AoFeF 4= ¢l]ut o] packet
formatQ] =3 o] HQsictE EX7F Q2. HMH classless addressing2 o] & sj2E 4 912
classless addressingofJA1 = block TF9]2 addressE& &gl fj4l ofgjel Zro] IP addressE Netidoj
-5 Prefizr®}F Hostidol] T-8E= Suffiz2 U= classful addressingo] A= classof] T2} Netid9]
o7l B Iz 2 o] QUAXTF, classless addressingo A= prefize] do]2 (02 E 327}x] HE
T7F 7Fsl 5, network 27O ol blockS T 7 S

Network Host
| Prefix [ Suffix |
| n bits | (32 = }’1) bits |
|

preficZ} 92]o] dol(n)E 7FH 4= glen @, ZF IP addresso] oo ns HAIGFOF oG address7}
o]® networko]] £F=Xx] & 4= QI classless addressingAl-= CIDR-S &-g3dflo] o] sjagl
CIDR(Classless Interdomain Routing)2 OF22}F Zro] address Fof slash notation(/) 02 L5}
n& HAIok= 715 4.

Slash

| byte

byte

. l byte

e [ ]

Preifix

lenath
classless addressingof A1 I suffixZF = 091 address(3 B1A] address)= Network AddressZ, network
Al o] grgE]n] hostoll Al SFER] oS-

9 suffiz7} 2= 19] address(PFX]BEF address)+= Direct Broadcast AddressZ, destination address®2
2|5k B prefirE A E]= networke] eF HE hostol A broadcastol= tjof] AE-gF.

2. Block FJH FZ
CIDRO] 9J3]] prefizre] Zo] ns Mt network mask(prefic 2ETF 19] 32H|E H[EY)E 724 4
oloB 2 address A g]of] W QoF blocke] BE FJHE AS = 92

network address F= A& FAL ¢]0]9] F address@F maskE AND H4FsFe] eF o~ 9111, network”F
7 AA address©] 7§5(N)= N = 232~ 02 oF 5+ Q1.8 o} network2] BEX]E} address= network
address®f] addressQ] 7j4& Clol= A 082 FLofAL}, Ta5] masko]] NOT YRS 2-83F H (prefix
REh 191 32H]E HEE) 91919 addresseh OR gl4Fslo] & = QLS (A5 10] Hoz.)

12, mask?l AND/OR ¢RFS 8l= F-% FA] addressof] tfal] ¢4I5lx] ol prefix®f suffix
o] FAlel = vFolEof tfofAjut HIE Gh] dAiks A-g5pH H. vojzx] BEL ZFlo] gE AL
GAFA} 5 5 s,

The first address is

Address: 110 . 23 . p¥LE . 14
Network mask: 255 . 255 .M. O
First address (AND): 110 . 23 . pEbE . 0

The last address is

Address: 110 . 23 . VLN . 14
Network mask: 0 . 0 .pEN. 255
Last address (OR): 110 . 23 . EVyM . 255

3. Aggregation

classless addressingofA] block-S ofe]l T 3w} Zro] A2 ¢} 2 (aggregate) 5= & ©]= addresso]
oo =] 29l Agfoln], FoJA] aggregationo] TFE router 74 HH oJsler = Qlzo] HA=Z Z}
network?} SFLF2 FAR] = AL ofY.
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o] 7oAl ZF addressi= network address®]. ZF network addressZ o] {42 LJEFJ 11, CIDRo] Z-2
7 block®] address spaceE o 7 J=3] 2Folsd g7 o]sfer = Q5. CIDRZ LERH ns kHlE
Zo]ef®, 279 2F blocke] =AIHOF B

190.154.27.0/26 |_190.15427.0/25 \ ..
190.154.27.0/25
190.154.27.64/26 | —<190.154.27.192/26

+—=t90.154.27.128/25

190.154.27.192/26 | 190.154.27.128/26

8

/|9o.|54.27.0/24 ]

190.154.26.0/23 ‘
190.154.26.0/24

2.2.5. Classless Addressing : Special Blocks

ZHAAL Qs

o

classless addressingof]A] block & HH L olgo} Zro] E~oF &gk

1. All-zeros Address
All-zeros Addresss= & T2 BE ZFo] 091 IP address(0.0.0.0/32)2, host7} ZF£12] IP addressE

HE o ARggl no] 820]|H & ojifo] T F4F TFR]= block .
=, o] bootstrap(internet A4S 9JeF HE] 713 oA AFEE]H, &5 hosti= source addressE all-

zero addressz2 SflA] bootstrap(DHCP) A]H]o]] ¢}

Source: 0.0.0.0
Destination: 255.255.255.255

Network
221.45.71.140/24

l“'ug
D:l €
server

address? {_*

2. All-ones Address
All-ones Address+= B 2|2 HE Zlo] 191 IP address(255.255.255.255/32) 2, hostZ7} ZEFEl local

networko]] tfet AeHe broadcasts P off ARl no] 320| B2 sfifo] Tl F4AE I1E.

= network O] BE hostof]A] ALstH = -2 destination addressZ all-ones address= Al F4

-1

gt router= o]2 packet2 FA1EF O H blocks}e] local networkof] A8k broadcast= == SF.

Network
221.45.71.64/24 221.45.71.126/24

- g __ [Destination IP address:
g 5 255.255.255.255
221.45.71.20/24 221.45.71.178/24

direct broadcast addressOf A broadcastES oFR]|aF o] = £ networkof] tjoF broadcasto] 1, all-
ones address= local networkoA]2] broadcastof] A-&5H.

3. Loopback Address

Loopback Address+= hostof] AX|H AT Egofof tF EIAE o] AFEE= IP address(127.0.0.0/8)
ol = loopback addressE destination adressZ SF= packet2 222 FEE]X] 9F11, network layer
ofJA] g hostE C}A] Hlehg.
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Sl application) A= Aot hostof] £J=]
LIall o] AF§5FL, client &2 T A=
o] AR&ek.

E0], ping(network {Ao] A2 o]z =x]E B9l
T E o7} packet-S ZF HFolA] =] a]sl=x] BFols)r]
]t hostol] Y=]SF server Z2 T2 packet-S F4=aF

]_'_E_
=
F &
o
o

Process 2 Application layer

| I Transport layer

Network layer

’ Destination address:lZTx.y.z‘

4. Private Address
Private Address(A-d F4-)i= global networkell 4] 914 5]2] 951, network U350 2k AFgo] 7ps3t
address$]. TFoFsH S Ef Q] blocko] ZATF.

OJF global networkZ} Q14]ek 5~ Q== 5} Foj4] HEF e NAT 55 F7F= 2§ ofoF

o= T 7_

0k

F1 2, blocke ICANNo|gh= ZA| ] 7] 72| 4] ISP(Internet Service Provider)of|A &@95}il, ISP+
% block-g subnettingsH= 59 A= E 2-8eF T hosto]l 7] IP addressE g

o] W7o AE 7|EH O 2 private ip7} oFY g}, public ipd-2 7145t Ayt

-

2.2.6. NAT

NAT(Network Address Translation)2 W2 E41& QJ5] private addressE -85
private addressS global address2 B3] =3l o;]-EE sl 7] o],

I
o

7.9po] F4]

Mo

g2 B2 o] 2R 12 9] networkof A= Y5 hostEFFo] mternetOE_J =x] EQle Haoa 3t o]
m}a} 7} host o] global address?} SEFE Bt §le. NATO] £-§9] e} [Pu 94 2 qddress
Tjgroll = BFof, IPv6o] Ha o] ZOy_oq%

NATOJ A= NAT router”} translation tableS &-83f private address@} global address 7Fo] B2
F3IeF. Translation Table:2 private IP address2} 19| t-&E= public IP addressZ 7% tableq.

ofuf Z} host ZFO] many-to-many HAIE g3 oF SIE2 port numberE gl == translation table
S 51x}s)
= —1 O OI-

1721831 (2=
& Source: 172.18.3.1 Source: 200.24.5.8

1721832 (s |—|—H.> ,—r‘—»
\. Internet
172.18.3.20 ( 2=

Destination: 172.18.3.1  Destination: 200.24.5.8
Site using private addresses

translation table-2 privateo] gjel FH 2}, 5 privateo] HBFE publicol] gjor Y H, 78] 17 B4 59l
] E (external)of] Y3t HHE BZ Lol EE LA H.
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10.0.0.1 e
Translation
Device
0 oy
:=-& Internet %
200.1.1.1
10.0.0.2
Inside Inside | Inside Inside Qutside Outside
Local Local | GClobal IP | Global Glabal Global
IP Address | Port Address | Port IP Address Port
10.0.01 1024 19223 1024 200133 23
10.0.01 1025 182210 1025 200113 3
10.0.0.2 1024 19211 1026 200133 23

AN A] AT St= translation table ofgfjet Zro] JLAJH. of 7] o A private address/port= private host
9] Z1o]al, external address/port= T4 521 Q5 host] Z. ESF JF oA Y& HZ uff private
port 517 A1 5, publc port private portE F8a17] St $1o] el g el o Rekshrn

HAME "ol H]-& NATE baisc NATH ). private IP/port, dest2] IP/port. AA| 2= o] 7|0
712 NAT router®] IP/portT ZA1etc} 2kl AG5H=-

Private Private | External | External | Transport

Address Port Address Port Protocol
172.18.3.1 1400 25.8.3.2 80 TCP
172.18.3.2 1401 25.8.3.2 80 TCP

2.3. Delivery /Forwarding
IP addressE -85t network layerof| 41 9] deliveryQ} forwarding®]] o3l &opE A},

2.3.1. Delivery

Delivery(FY )+ 519 layerE9°] tiet handlingS E3f packet-S source 22 E] destination © 2 &3}
= network layerof A10] ZYQ]. delivery:= ofefoF Zo] = 7}x| 2 F2E %’%-
1) Direct Delivery

Driect Delivery= destination©] &t physical networkz= 7575]01 A= A2Fo 419 delivery . é,
source”} destination, F-= BFZ]EF router?} destinationo] 5 ¢ l-physzcal networkoj] ¢Jxjsl 729

A Link B
;<,;;_ » & Directdelivery 7 :‘<¢;; X
| — |

Direct delivery
To the rest

of the Internet

2) Indirect Delivery

Driect Delivery= destinationo] =ol physical network= HZAE]o] QIX] b2 AF5toflA] 9] delivery
o], = SfLt o]&F9] routerE& R OF destinationof] =EFA] E11, o]of] wiaF IP address@F routing
tableE &3l tF-S routerz2 o]-gsjoF gF.
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A B

Link Link

tst _toY

Indirect delivery

Link i'{
1
|

===

DIFEC( dellvery

Indirect delivery

2.3.2. Forwarding

Forwarding-2 packet5 TS hop(destination/router 5 )02 HAYsl= A Q.

connectless serviceofJAl= destination address 7]H9F] forwarding©], connection-oriented service O A=
label Z]8F9] forwarding©] ~3J=.

2.3.3. Destination Address Based Forwarding : Concept

Destination Address 7]HF9] forwarding2 B 0] 2 destination addresso] gjel routing tableS &-§3)
forwardingsl= BFA] Q). o]= connectless service?] Z]H 02, 7}3F Hro] ARG E= HEZ HFH Q]
IntemetJJ- S 77_’2—] interneto A= routing tableo] -2 entryE 713 1 Z7]7F A XA EHE=4],
o] 5] tableS E-gol= Ei]Oi]/V 2ZITIH table lookup o] Hl G52 Q. olgfo] J[HES
S ntel 1o 2E o] A L5 AT1A cniryh tabeol ) o e B
routerof] gjoF A-=of] Qo] AL table] 37]E Zol= A Qo= tableS updateSF= BFH, searchingS

S5t - 2= Q 51, o]= H 9] router 2

1. Next-hop Method
Next-hop Method= destinationZFX] 2] HA| route(F 2 )7} oFd HEZ ClS hopol gl addressTHS
A Fk= 71 Y. ol mpet ZF entryZF ZFA]= HoJEE &Y {5

routing table2 7] 2 2] © 2 net-hop methodE &-ggl

HolA] HE.

A A e -2 4 ) B
@& & & @& & &
—
A R1 R2
Destination Route Destination Route Destination Route
Host B R1, R2, Host B Host B R2, Host B Host B Host B
a. Routing tables based on route
A R1 R2
Destination Next Hop Destination Next Hop Destination Next Hop
Host B R1 Host B R2 Host B

b. Routing tables based on next hop

2. Network-specific Method

Network-specific Method= Z} destination host® 2 entryE AJo= &, a5 networko]] Tt entry
S A Ygol= 7. st networkoﬂ £0F host55 oft}9] entryZ 2] 2] O}EE tables &Y = U=

Lo A A EHEF routing 7] HE-S network-specific method& A2 3F.

Network-specific
routing table for host S

Destination| Next Hop
Host-specific N2 R
routing table for host S
Destination| Next Hop
A R1
¢ | ® |—|:= < \E’
c R1
D RI Rl N2

3. Host-specific Method

Host-specific Method+—
o]+= network-specific methodo] H]af Tl & tables AF§oHA E[X]gF

ZF destination hostH 2 entrygS A= 7]HE Q.

FHe| 27 ZF hosto]] o2 AJol&
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UG 5 YEH= o] o] 918, olE Eol, oW host2 9] packeto] 54 router AXAL A g
EE table FT 7 98 F. BIYE ARFA H2E GH}] S8 Gl A= 7.

Routing table for host A

Destination | Next Hop Host A
Host B R3 [t )
N2 R1 >
N3 R3
N1
R1 R3
Host B
— &
N2 R2 N3

4. Default Method
Default Method+= destination address?| tableo]] EX5FX] Y= H-L, default2 HZE hop 22 for-
wardingsl= 7] 4.

SFASIA = interneto]] Aok H= Hlgtol] Hieh YEE tabled] A ek = gloB g, HEE gighe
default= =] 2]}

Routing table for host A N1 N2
Destination| Next Hop \
N2 R1 &

Default R2

Default
router

7 Rest of the Imerne]
\\, — S -

2.3.4. Destination Address Based Forwarding : Classful Addressing

Classful Addressingo4]2] Destination Address 7|8} forwardingS- 2FHHX}. classful addressingofA]
+ addresso] el WH]/RZo] B = Q|G forwardingofl A2 HrrelS AlEFE U

1. Subnettingo] = F-<

subnetting> 7]E0] 236 network YBEOJA] 3l E] 11, interneto]] EXSF= gl 2-E 9] router= &
of5lzx] @b, o]#l tf R E O] router5-2 class(A/B/C) Y2 tableS SR AlgolE HAEH. &2
multicastingS ]t class Do teF tablex Hx 2 Q3] of 7] oA cFZ 2] 9FS.

classof] tfel Z} tables2 network address(destination), next-hop address, interface number(router2]
outgoing port)E I EFeF.

forwarding moduleofJ A= ofgl] 1goF 22 ZF¢jo] ~ai 5,

1) packetofl 4] destination address& F&%F.

2) classE 2=

3) destination addressZ2E] network addressE F&5Fo] 2E9F class9] tables F-59) A5 P
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Error

Class A
Forwarding module DorE _| Network | Next-hop | Interface
. address | address | number
Find
class
A, B orC

Class B

Network | Next-hop | Interface
address | address | number

Extract Extract

Packet ——»] destination network | Stl;?]rlt;h
address address
Next-hop address
aﬁd Class C
interface number Network | Next-hop | Interface
address | address | number
To ARP 1

2. Subnettingo] Q= F-L
subnetting:> 7] ko] 247-¢F network®] UJ20] Qli= routero] Al . offl2f Zro] 1% Zo|& 7[R+
subnetting2] Z-¢ tres] 17 4 o]2] mask(nsu, )2F SFLL] tableS AFE3l forwardinger 4 U<

Mask
|
Forwarding module ! Subnet |Next-hop| Interface
Extract Extract S address | address | number
Packet =+ destination subnet o e | e
address address sl e m S
Next-hop address
and interface number
To ARP

i
Ml

== 7P do] 9] subnetting o] - o1 2] mask2F tables AL-E-HOF 9

filo
lo
=)
it

Z1 2, networko]| A interface= A X7} networke]] B84 F =g|d oz AFx = 2H

2.3.5. Destination Address Based Forwarding : Classless Addressing

Classless Addressingoj]4]2] Destination Address 7]2F forwardingS 4Fm B}

classless addressingS AF§ol= 3¢ ofa|oF Zro] mask(n)of] of2f network”}F FEE B 2 routing table
2 Z7I2 mask(n) FJEE EgISHA H. =, classlesso] H]5} tableo] Z7]7}F AZ]. o]oj] wla} address
aggregation 5= &-g9F.

Forwarding module Network |Next-hop

address | address

Extract
Packet —>{ destination
address

Search
table

Next-hop address
Ul

interface number

To ARP

1. Aggregation

oFojlA] TFE A F, classless addressingofJA]= aggregationS E5) o] 2] blockS sFLZ2 ¢H& 4~ 92
oli= ofgl ZZF Zro] HAAZ networks oFx]= Ao] oftal, £ routerofA] ofi}9] addressZ of &
networkEol] Ogl forwardingS e = YL = A table Z7]E £ol= A Y.
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140.24.7.0/26
Organization 1

140.24.7.64/26
Organization 2

140.24.7.128/26

m4 mQ mi
R1 RJ@

Somewhere

Organization 3
in the Internet

140.24.7.192/26

Organization 4 :I_

Mask MNetwork Next-hop || vorface Mask Metwork Next-hop

address address address address | Interface
26 |140.24.7.0 mo 28| 1402870 | mo
/26 |140.24.7.64 m1
ol b e el ul 0 0.0.00 |default route] m1

/26 |140.24.7.192| - Routing table for R2
0 0.0.0.0 default router|] mé4

Routing table for R1

2. Longest Mask Matching

Longest Mask Matching-2 classless addressingofJA] table©] mask2] Zo](n)o] ufzl YHzlco02 7
FxJo] 91, destination addressol] SJGEE= entryZ}F of 2] Zf2tH masko] Zol7l 7FE 71 AES A€
St & of= 7|8 Q. =, 7] masko]] ofeh entryZ} 282 0 2 HEE 0] forwarding.

o1e] w12} aggregatione] §510] = Fpelw & FAL prefiuzt £ 21) network el ez}l

forwarding@ = 5. A& £°], OfEb’J TF 3} Zol interneto] T H F-¢ O HS maskQ] entry
forwardingSFcFH, organization 42 7FOF SF= packeto] 22 Y= A H.

140.24.7.0/26 Routing table for R2
Mask Network Next-hop
Organization 1 Sidios e Interface
126 140.24.7.192 ml
124 140.24.7.0 m0
140.24.7.64/26 m o ml
Organization 2 10 0.0.0.0 m2
m3
TAOATETORIZ EEsEsssEsEEE.
= R1 R2
Organization 3
Routing table ﬂ;\: Flﬂ 7 o To other networks ™
etworl ext-hop
Mask address address Interface
126 140.24.7.0 m0
126 140.24.7.64 m1 Organization 4
126 140.24.7.128 m2
0 0.0.0.0 default router m3 140.24.7.192/26
Routing table for R3
Mask Network Next-hop
address address iz
126 140.24.7.192 | --eeee- m0
n nmm mnmm ml
10 0.0.0.0 default router m2

3. Hierarchical Routing

Hiearchical RoutingS routing tableQ] 27| & &0]7] Y3l aggregation © 2 routerof gjoh =2 X
£ Fgol AL sl =, Z}F router’F H-E networkd] tjoF addressE 7FX] 1 = tjil, YE network
—E forwaralmgE 0’70]-— SFLEO] rotuerd] ol addressE 7FX| 2 Q== gF.
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120. 14 64.0/30

H001 Small1120.14.64.0/23
H128 ISP1 | Total 512

. Local |120.14.64.0/20
. ISP1 | Total 4096
120.14.78.0/30
H 001 ——————Small|120.14.78.0/23
H128 ————— ISP8 [ Total 512
Unused 12014.80.0/20
nused =TT a096
1 Regional [120.14.64.0/18
—1 ISP | Total 16,384
LOra 01 120.14.96.0/22 To the rest of Internel
. -4 Local [120.14.96.0/20]
S Total 4
LOrg 04 * ISP 2 otal 4096
120.14.112.0/24
S 4 Local [120.14.112.0/20
. ISP3 | Total 4096
SOrg 16

EF o] F 2R3t Geographical Routings> 2] 2] X Q1 9]2]& 1lejsfe] ot 2|7}, 78, opA|of 52] 2]
Hg 2 block— Srotsll hierarchical routingS Z]-g9F Aol =, EX X]Q,j_/] router% CE x] o]
o 3 OfL}J entry®k ZFx] 21 QLo H H.

2.3.6. Label Based Forwarding

1. Label Based Forwarding
Label Z18FQ] forwarding2 2 I 2 packeto]] ZESFE labelo]] TF2} forwardingdl= BF] 2 2, routing
= switching © 2 gl o]E connection-oriented service(virtual-circuit approach)ofA]e] 7] H ¢l.

destination address 7]BFO] forwardingo Al routing tableS £7% ¢l 2]Zof afz}l 21015l searching(H

)G = AR]al, label 7]HFE] forwardingof A+ labelof u}af swztchmg table2] £ ZH-S U= accessing

1)9 Aslek
=)s T
Routing Table Labelused___ SWitching Table
Mask | Network [Next-hoj asindex | Interface | Next label
(/) | address addressp Interface o
Legend
1> NF 0001
7 NE P
» NF 0003
> NF 04 2 012 |—
> NF 0005
> NF 0006
- 0 »F y
Dggllc‘lrneas[smn 29 interface and Label : -
s next-hop address - - interface and
. 1000 label address
0 0
1
::* C M [oos [ ] Switch 1
— B — .
=] ] E EiE
—_— —
<Forwarding based on destination address> <Forwarding based on label>

MPLS(Multiprotocol Label Switching)- label Z]8F forwardingS F@ e 5~ Q== of= HF protocol
o], ol= network layer2} data-link layer2] =7F layer= 7FHFHE.

MPLS9] 9]5]] Zo]E]= MPLS router= destination addressE& -85l routingS 5 l= router2A]
O] 71553}, labelS G- suitching e sutichZA2] 7152 B 2

MPLSOJ A= IP packetS payloadz SF11, 2ol MPLS header& Z7F5F= encapsulations Z]-g& ¢l

| MPLS IP IP
| Header | Payload |

MPLS headerle 74502 ofaf2} 2o] 745, ol 524]E Z10]9] subbeader 2802 7455,
o] & &g slo] A=A Q] switching©] 7158} label2 MPLS routerQ] routing tableo] 4] Q] Q1dElA]S 9]
ol gko]1l, TC(Traffic Class)E= QoSeF ECNE et zF, S+ subheader?] situations g 2Jol= Y
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(10]9 5t subheader7} 7174 TFA]E} subheadero] A.).

0 20 24 31

Label TC TTL

Label TC TTL
ves

Label | i H L

2.3.7. Router?] %

router+= ofgfo} Zro] input port, output port, routing processor, switching fabric© =2 2G4,

I

i Routing ﬁ I

processor |

: Input ports Qutput ports :

| I
Switching fabric

H H !

e e——— ]

1. Input Port
Input Port= routerof] tgF physical/data-link layer 7|5 TS =, 4122 signal 22 E] H{EY
SF

T4, framed] t$F decapulation, error detection/corrections TF Y
input porte= buffer(queue)E AFE3] packet= 2ol FiI, o] & switching fabricCZ HZ.
Input port
Physical layer | | Data link layer _:I:I:D:I:[D__.
processor processor
Queue
2. Output Port
Output Port= input porto] Blrj] 2F9]-S =33},
Qutput port
__:Dm_ Data link layer Physical layer
processor processor
Queue

3. Routing Processor
Routing Processor= rotuero]] sl network layer 7] 53 8¢l =, destination addressE 285
routing tableo]] gl table lookupS T3P}, next-hop address2f output port number& 2.

4. Switching Fabric

Switching Fabric(i2} £ 2] )& packet-S 2 queuedfA] &8 queueZ O] FA]7]= HEQ]. o] packet
deliveryol] Tehr ZA] ] A7kl 2 FFFE 7]3.
I routeri= 3% 7158 2= FEE LA, HlEE] 52 2] suitching fabric.0 2 AFEFS]

A
-
25k, @A oFzfof 2] Tt S22 suitching fabrico] 2-S.

1) Crossbar Switch
Crossbar switch= n7J9] input portE n7l9] output port2 HZHSF= switching fabricO 2, ZF cross-
pointof A microswitchS AFEgF.

OP
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Switching control
AR AN

™~
Lddi i

l Requests - Reguests

2) Banyan Switch

Banyan Switch= n7f2] input port& n7iQ] output portZ HZASH= switching fabricC 2, n/27]2]
microswitch& 7}Zl logo n7l9] stageZ 4. output port numberE O]F42 HEYS ofjo] z} H]
EE £Ag]2 stageof Al A-g8FO] switchinggl.

crossbar switchoj] H]&l o] d&lZ ¢l gryel,

Leftbit ~Middle bit ~ Right bit
4 y Yo Bits

—0

—1

—2
—3
—_— 4
—5

-~ s wN —=O
-~ s wN 2O
-~ s wN =O

—6
—7

a. Input 1 sending to output 6 (110) b. Input 5 sending to output 2 (010)

3) Batcher-Banyan Switch

Batcher-Banyan Switch-= banyan switcho] Batcher Switch- & 419F2 packetE5-S output portof] Tfzf
2= swtiching fabricy.

banyan switchi= & Ao port2 7}2] 9= packetE7] 2] = collisiono] BHAIEF = Qo= BAH o] &4
oh=0, batcher-banyan switchol A= o]& 7Rl ZpAJeE H-§-& T3] g5

0 —>
1=
2 —>

3 —>| Batcher
4 —>| Switch

5 —>

Trap
module

6 —>|
7T —>

YV VY YV VY
)

Banyan switch

2.4. IPv4

IPv4(Internet Protocol Version 4)& o} X =t

24.1. 1P

1. IP
IP(Internet Protocol)& TCP/IP2] network layero] <:3}= protocold.

IPE unreliabled]3l connectionless@F datagram protocolZ, best-effort delivery service®]. oJ7]ofA]
best-efforti= IP packeto] corrupt=] A}, £ E]ALF, $A417F HF o] [z A}, ] AE AL, network
o 25=E =Y 7 das onlek fiil IP= A layer?] protocolofl Al PHAE #elS HA.
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AP%@“G" SMTP H FTP H TFTP | DNS ‘ ‘SNMP o8 DHCPI
oot sete | [ tee | [ woe l
Network | IGMP] [ICMP P

apr
Data link _-
liryer Underlying LAN or WAN
Physical li technology _-
layer

2. IP Package
IP Package= IP9] |G EE 765

_77_

i

=] 1
of=

glof] Wast £XEQo] BES

GFo]

B o queue 5=
AeFolar ZHes] LFEFUIE of el ZS
From upper-layer protocol To upper-layer protocol
| —— Dataand | T T TTTTTT 1
: destination address I
!
' |
: Data :
| I
: Header-adding |
| module :
| 1P packet * Repgsenply |
|
| Reassembly ' :
: module |
|
: + IP packet ) [
| Routing }
| table |
: F - Forwarding | ' !
: Processing i il '
IP packet, |
| il next hop, (B MTU |
| interface table |
: Fragmentation ' '
| module i
' [
I Ta) |
IP packet + [— ] [— ] e e

From data link layer

To data link layer

2.4.2. Datagram

Datagram-2 network layerof 4] 9] packet-S 2Fal.

Datagram& 7} Zo]Z 7FXH, header2} data2 4 E. headeri= 2004 605F0]|E T 7] 2 routing

I} deliveryE 9JeF JHE G- field5& Zeel. o]uj options A 2|eF 7

1
Ho 7%

HH o g 9(Hfo]

T o

Eo]1, option& 7} HE 0 &2 (ofJA] Jov}o]EZFR] 9] 27|15 ZFE 4 U2
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20-65,535 bytes

20-60 bytes
=  Header Data
a. IP datagram
0 34 18 15 16 31
VER HLEN DSPC  ECN Total length
4 hits 4 bits (6bits)  (2bits) 16 bits
Identification Flaqs Fragmentation offset
6 bits 3 bits 13 bits
Time to live Protocol Header checksum
3 bits 8 bits 16 bits

Source |P address

Destination IP address
Options + padding
{ (0 to 40 bytes) ]7

b. Header format

datagram header®] ZF field7} °]n]sl= HI-E grofH .

1) VER(Version)

: IP9] protocol HZAS LFENHE field. 3Y datagramE& X 2[5l= IP softwareof Al Bl (4 E& 6)&
ofe] £ 11, W zo] S2lER] oo siut datagramS discardg}.

2) HLEN(Header length)

: datagram header2] Ao & Jbyte 7] word TH| 2 LFENHE= field. header®] Zdol= 7P A o] &2
o]Z Aol FoF 9F. optiono] FTpH o= 208Fo]E&Z HLEN g2 50]11, optiono] Ftj Z7] &2
AgElo] rhel Aol 60ROl EE HLEN Zre 153

3) DSCP(Differentiated Services Code Point)

: Y= o datagramo] o BA z[2] & o]of Sh=x]oj tjjgt ToS(Type of Service)E WEI= field
o|x|at, #aE DiffServ(Differentiated Service)E LFEFH. HAIZF &40 SHgF kT gf

4) ECN(Explict Congestion Notification)

: network congestion(ZFE) BHolof] AFgEE= HILA Q] field .

5) Total length

: datagram@] header2} dataS 27 X GFSH= A Lol E byte Y2 YHENJE field. S field= 16
HE 37]o]E 2 datagram] Ztf total lengthi= 2'6 — 1 = 65,5358F0] E Q). FES] total lengthojA]
HLEN #el( 22 word Hjo| 2.2 /& Fo) o} 31.) datae] ol & 7 3.

data-link layerof A= protocol9] Z-Fo] wraf framel] Z7]7F AJoFE. etherneto] F-2 frame] encap-
sulation FJO]E]C] F 7] 464 15006F0] E AFo]ojof 3t datagramo] “1ZIH o} F T ofafoj ]
HEFe fragmentations 2-§-5oF 5}12, 1A H ) X} paddings F7FooF 9F. padding S F7Fo=
-2 decapsulation A9 total lengthE E-&35f o] X FHEE paddingQlX]-E & + =

Length: Minimum 46 bytes

|52
| Header |

152

Data < 46 bytes || Padding | Trailer |

6) Identification/Flags/Fragmentation offset

: fragmentationoA] A&}

7) Time to live

: 35 datagramo] gko 2 7 & 5= Q= Xt hop(router)2] & WEIHE field. Z} routero] T 21k
mjofct o] gkS 14 Folil, LAS uff gko] 0o]2}H router= o datagramE discard3l.

8) Protocol

: ol datagramof] s IP9] serviceE E-5§56l= A2 layer? protocol(TCP, UDP 5)& YEHfE
field.
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9) Checksum
: error detections St checksum-S X Zol= field.

10) Source/Destination Address
: 32H]E Z o] 9] source/destination addressE& Aol field. source9 4] destination© 2 7= -&=9F
PrETED

2.4.3. Fragmentation

1. Fragmentation

Fragmentations2 g data-link layer protocol®] MTUXLT] Z datagram(total length)o] tfall, data
fieldE v o 212 of 2] 709 datagramsS A= 7] Y. o]u] MTU(Mazimum Transfer Unit)=
data-link layer protocololA] frameo] 7}& 5= QI data field(datagram@] total length) 2] X Z7]¢.

‘ IP datagram |

]

MTU
‘ Maximum length of data that can be encapsulated in a frame
Frame

‘ Header Trailer |

routerol Al FEERL frame2 o] linkol| 419 protocolof] TFE} encapsulation®]o] 1, A2 A
frame2 Al linko 41 2] protocolof] w2l encapsulation®. =, ZF routerof A= —?“—%@' datagram
Z7]Hct Ef Z,P,‘_’ MTUE 2HYH fragmentationS 3 sfloFg}.

oluj] fragmentationo] Z-8% datagram=9] tet reassemblys= destination hosto A2k gt o] =3
5. 2} datogrm® 545 F2 5 ol HEHER o FAF

L mO{r

2. Fragmentation & Field

fragmentationo A datagramS & O header= ZX] field gH-S EA}Sl] FAJ8F=0], flags, fragmen-
tation offset, totoal length= =7 &F. ESF checksumS 7 oF fieldEo]] oJ3f] CFA] A4HE.
destinationof| X1 2] reassemblyE A= identifiacation, flags, fragmentation offset fieldgE &r-&gF.

1) Identification
Identzﬁcatzon— source hosto]] 93} A7 E]o] datagmm AIHSIE 16H]E Zo]9] fieldd]. =, data-
A

gram=2 source address®l identification 2 2-SHA] AJHE - Q2.

source hosti= 9F9] 42 Z7|515F CounterE& AE3l identification FS X]3 5k, X]ZoF Foj=
counter g2 1 =71A]Z.

identification2 fragmentation A]9f orignal datagrami} F=YUot 1S ZF == E A& o], destinationof A
reassembly A]o] datagramES AJHE - U=

2) Flags

Flags= fragmentationZ} ZFHHE flagE %] 36F= SHIE Zo]9] field.

A WA B EL AFgER] 98-S (reserved).

= Hgl H EE= do not fragment(D) HIEQ]. o] ZFo] 10]’3”7 fmgmentatzonE]X] 1, MTUE 2If5l=
75“77~ oflE datagram-S- discardd}1l ICMP error messageE source hosto] £ OF 0] Zro] po]H o Q sF
2 fragmentationgl.
Al YA B EE= more fragment(M) ] o], o] gko] 10]H &g datagram©] BFXJEF fragmentZ} ofd
Ao]11, 0o]H alz]a} fragment 9] H <

D: Do not fragment
M: More fraggr’nents n

3) Fragmentation Offset

Fragmentation Offset-2 FA] datagramoA] G fragment2] At 2] 9JX]E SHFO]E ©ho 2 LJEF| =
18H]E Zo]9] fieldd]. =, HA| datagramo] A|ZF X|H o 2 RE oflF fragmento] A2} 2] o] it
ol Al et

34




datagram@] total length7} 16H]|EE AFg-5]] HFo|E tl9]2 HYsIE 2, 13H|EE X-§5] SHFO]E Tt
o2 HFeslH ZYols] HEE UEFY o~ Q2. TSl §HFOJE O 2 FEEHsIEE ZF fragment’} 7FX]E=
3 vl ool 9] Fai 59 B}

fragmentationo] o 2] ¥l FPEC|EFE | offset:> A datagramC] AJZ} 2] F 0 2P E] AiHE

q& 5of ofgel Zro] 4000HFo]E 7] 9] datagramS & 5719 fragmentZ W= F-9E Azhel +

o] o
AR

L1 I 1420
14567 | [ [T 000
[ I
= [T I 820
Bytes 0000-1399 T T
Fragment 1
IM !567 I | IO?O%%O [T I 1420
I [ TA567 [T T1 175 Bytes 1400-2199
I I Fragment 2.1
[ 1 | 0
Bytes 0000-3999 Bytes 1400-2799 14 l5_57 ]I [T 275
- Fragment 2
Original datagram
T T 70 Bytes 2200-2799
14 |567 { [ 107350 Fragment 2.2

Bytes 2800-3999

Fragment 3

2.4.4. Option : Concept

Optione headero] 4] HIAE E= L 72 1) AF§EE RE). o= ofefe} ZHo] 19l E] type
field, 1HFO]E 9] length ﬁeld ZHH Zo]9] yalue fieldZ 4= format2 7FF.

8 hits 8 bits Variable length
Type | Length | Value
] 2 5 bits

I Number
Class 00000 End of option

00001 No operation

o 00 Datagram control 00011 Loose source route
i 01 Reserved
— ; 00100 Timestamp
0 Copy only in first fragment 10 Debugging and management 00111 Record route
1 Copy into all fragments 11 Reserved 01001 Strict source route

1. Type

Type field= copy, class, number= L},

1) copy= fragmentationoA] option-S HEAFEF ZQI2]E 2] F5H= 1H]E 27]9] subfield®]. 00]H A
HA] fragmentol B FAFE[ 21, 10]H FA] fragmentof HAFE.

2) class<= optiono] YUFRQl BXS x]Hsl= 2H|E F7]9] subfield®. 00°]H datagram contorlo]
A} FIHe o], 100 T 7/ Belo] AFGHTHE A%, 015} 112 FEIX] &2 (reserved)

3) number+ option9] typeS X]WO]-— S5HIE F7]9] 5ubﬁeld°7 SH|Eo]O g = 327]9] typeS 7 2]er
S QRIEL 6709] typert FO)E]o] 9L Lpr] I FO)E]R] SRS (reserved).

2. Length

Length field= type/length fieldg ZEgFF option2] FX] Zo] Y.

3. Value
Value field= £73 optiono] Q2 5l= fjo]E]E X 3at.

2.4.5. Option : Types
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ofgflo} ZFo] 6712] option typeso] 9S. AF&SH= HFO]E o] mlef single byte2} multiple byte=
L. single bytes= length/value field§ HQ 2 oFX] 17, multiple bytes= length/value fieldE Q2

5}
ojuff 511} datagramofA] ZF optionsS 40HFO|E UjoflA] Ao EXe = Q&

End of option

Single-byte

Options

Multiple-byte

1. No-Operation Option
No-Operation Option-& option ALo]ofJA] vl Z71-S H 2 AL} aligns}7] Yol AFGEE= 18] E 77]9]

y o
option%.
Type: 1
00680001

a. No operation option

NO-OP | A 7-byte option [NO-OF |
An 11-byte option An 8-byte option

b. Used to align beginning of an option c. Used to align the next option
2. End-of-Option Option

End-of-Option Option& headerofA] Z713F nfx]8k optiono] 7}&F ofx]al HEoj padding . 2 AF&E]o]
opR]efel S LHEl= 1HFO|E H.7]9] option®]. ©] option F o= payload data”} P X]gk.

Options

Tgpe: 0 END-O
00000000

a. End of option T Data A

b. Used for padding

3. Record-Route Option

Record-Route OptionS 85 datagramo] A Xl router&2] X (IP address)& |76l optiond].
ofgfloF ZFo| field7F 4 E. pointer field= router IP address”} CF-20 &2 ] ZFE Q| 2]of] OfjsF offset-=
UEHl= 7 g5 71

Type: 7 Length i
| 000b0111 | (Total langth) | ROinte
First IP address
(Empty when started)

Second |P address
(Empty when started)

Last |P address
(Empty when started)

Only 9 addresses
can be listed

FAH o2 Fgf optiono] EXJSIH source hosti= router ZJHE 2ZF5E7] YoF Bl value FIHS
3lH &, o]uf pointer field Z1-2 49 (type/length/pointer7} EXSFEE.). O]F routero] =Y H-S off
H] F7Fo] Zxf5}H (lengthe} H] W ofo] ¢F 4= Ql-2.) IP address& pointer field7} 7FE]7] = $Jx]of] Y12
pointer 1= 4 =7FA1Z. oju ofg] 13} Zro], Y= IP address= router? IP address & A2
A ¢J5l= network interfaced] tjeF IP address$].

option2 F O] 40H}O]E o], type, length?F Z}ZF 1H}O]E, pointer?} 18FO]E, IP address”} 4HFO]E
o]H & 5FLO] datagramolA] & 97HC] router FJHE g 7 U
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151 4 7]15] 8 7[15]12 [7]75]16
140.10.6.3 140.10.6.3 140.10.6.3

200.14.7.9 200.14.7.9

138.6.22.26

67.34.30.6 138.6.25.40

140.10.6.3

140.10.5.4
138.6.22.26

67.0.0.0/24 140.10.0.0/16 200.14.7.0/24 138.6.0.0/16

Nohwnrk Naohwnrk Nehnnrk Notwnrk
4. Strict-Source-Route Option
Strict-Source-Route Option-2 datagmmO] A AJoF SF= routerQ] IP addressE 215 X 5H= option
. o A=Y A= FEE HEoprtp EEe A/ AF AlFe o A2k

5 datagramS X E IP addressQ] routerfl =X} 02 BEESE 4~ ol 771 XA E]Z] 9L routero]
HFRSIH discard®] 11 error message’F HEHE.

olafl oF ZFo] record-route optiond} -SALSHA] field7F 24 E. pointer field= a5t datagramo] TS0 &2
HFRSOF 5l= router IP addressE 7[2]7]& offset 4 k< 714

Type: 137 Length Pointer
| 18881001 | (Total Ignglhj ‘
First IP address
(Filled when started)

Second IP address
(Filled when started)

Last IP address
(Filled when started)

Only 9 addresses
can be listed.

—7’-X-]]7<‘7°E,_, source hostof| A= valuedl ZF router JHE Z5LL, pointer FH-2 4= X]Zgh o]
% routerd] EG9PL u pointer’} 7l2]7]= IP address?} router? IP address F FYol
interfaceQ] IP addressf} ZTlH datagramS R 2]}, destination address2}l pointerZ} 7}
2]7] = Q2|9 addressE HFE H, pointer {J—o— Z=7IA1Z). ZR] ko discard g 0]0]] olaf 2
E routerE o]n] BRG] pointer”} lengthS Ho]7[A] ©f o]&}F IP address’} £A512] 4= H-Qo
discard=.

o 7oA = Bp-IZER 2 2T 9702 router IP addressE X8 5= U5

Source: 67.34.30.6 Source: 67.34.30.6 Source: 67.34.30.6 Source: 67.34.30.6
Destination: 67.14.10.22 Destination:140.10.5.4 Destination:200.14.7.14 Destination:138.6.25.40
%‘ 75 38.6.25.40 I 38.6.25.40 l gééié% ;IE

67.34.30.6 138.6.25.40

BN ™ < o o 8 3
= < o ~ = o '\l
N = s = = = = >
5 i'&lgﬁg"&lé =‘8
67.0.0.0/24 140.10.0.0/16 200.14.7.0/24 138.6.0.0/16
Network Network Network Network

5. Loose-Source-Route Option
Loose-Source-Route Option-2 Strict-Source-Route OptionZ} =UeI], ]| GSF router&S YF=A] HF
ZofloF SFx]RF F7Fo] CFE router HHEE 4 Sl optiond.

6. Timestamp
Timestamp= datagram©] ZI routerofA] 2]2]E A]7FS Z]Z5F= option]. o]uf] AJ7RS ms T =2
UTCE 7]&o 2 HA=. /(]7]— A HE 8-251H router AFo]Q] RX|7F 7FAS Q=28F £~ 92,
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58]28] 5 [0 11 58]28]13] 01 GB[28]Z1[ 0 1 58] 28] 29[ 0 ] 1
140.10.6.3 140.10.6.3 140.10.6.3

200.14.7.9 200.14.7.9
36000012 36000012
138.6.22.26
36000020

67.34.306 138.6.25.40

67.14.10.22
140.10.6.3
138.6.22.26

67.0.0.0/24 140.10.0.0/16 200.14.7.0/24 138.6.0.0/16
Network Network Network Network

2.4.6. Checksum

TCP/IPoJJAE error detection 7] © 2 checksumS AF§gF. o] E5f packeto] F4 T Sof BRG]
= corruptionS detect@l. o]gf IPE= ng 16bit=E 5}11, headero] gjsfAlot checksum-S FHZAFg}l.

1. Checksum

Checksum-2 Z} sections &-g5F ¢iFo 2 ARFSF checksum-Z packeto]] 712 HGFA]A H46l=
error-detecting 7|9 ¢]. o]i= ¢J9]9] Zo]F Z}X|= packeto] tfel]l XH-go] 75l checksum-S data-
link layerof A= AFEE] 11, network/transport layerof]A] 2 AFS-E.

SectionS packet-2 nH|EX £2 7S 9kt Checksum-2 ZF sectionof Tl ¢4F0 2 ARFE]E= Z]o]
ne] HESY

checksum-2 sections 2= ©joF 5] 19] H4~(One’s Complement) & FoF AS gt =2 & o]uf check-
sum=2 ZoJ7} no]| B2, HAo] Augle 0 ~ 2" — 19 ghals 718 4= Qs "4 Al o7l m&
Hol bl Holzh $1 bitd(carry bit) S e 9.2 bitdlo] thi] Clgk. Lok Walo] 2 FEI]
= 5lg], ofH HFA] © 2 CJ5lE checksum 2 1419 19] H-o]H 2 checksum-S TFX] 2& of error
ZF BPAYSER] ghleld 0o] EEZH.

ojmj AIRXKS HelopA ofefH, bitdS HX+=2 HRE F of tjofal, ofA] o]F2 HFFAl Yol7h=
& Fepd] ook g, olF 19 nAE A

2. 574 79

£ RIZFE packet2 section © 2 R checksumS 7511, ©]E packeto]] I GFA]A F£oF A& 02

=, checksum= 022 3}, checksum-=S ZESFol= ZA] sectiono] sl checksum-S ALFsFe] 1S

checksum © 2 = ¢,

FRIRFE 18R message(checksum EF)E unit T 2 Rl checksum-S TIA] ARFgF o 7] o A &

sectioni} checksum HI=of tjsl] Akl ofjg H4ke] Auf7F o] errorZF BPASIR] 9f:& ZI 0=, 0
o] oFyH error7} HASH A © 2 mlTko},

N

Sender Receiver
Section 1 Section 1
Section 2 Section 2

nbits
ecksum

Packet

T

the resultis 0, keep;
otherwise, discard.
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= Example of checksum calculation at the sender

4,5 and0 —— 01000101 00000000 7 | R | 0 28
28 —— 00000000 00011100

1 — 00000000 00000001 1 0 |

0and0 ——= 00000000 00000000 1 | 17 0
4 and 17 — 00000100 00010001 10.12.14.5
0 —— 00000000 00000000 126.7.9

10.12 —— 00001010 00001100

14.5 —> 00001110 00000101

12.6 —— 00001100 00000110

7.9 —— 00000111 00001001

Sum — 01110100 01001110 )
Checksum — 10001011 10110001 Substitute for 0

o

= Example of checksum calculation at the receiver

41 5] 0 28
4,5 and0 —— 07000101 00000000 1 0 | 0
28 —— 00000000 00011100 1 T 17 35761
1 —— 00000000 00000001 1015145
0and0 ——= 00000000 00000000 alolfly
4and 17 —— 00000100 00010001 12.6.7.9
Checksum — 10001011 10110001

10.12 —— 00001010 00001100
145 —— 00001110 00000101
12.6 — 00001100 00000110
7.9 — 00000111 00001001

Sum —— 11111111 11111111
Checksum —— 0000 0000 0000 0000

2.4.7. Security

IPol= of#ls} Zre wek 4] BATE ] EAF
Q=YE IPSec(IP Security) 2= protocol:S AF-g3Fe] ofajo] BAIHES sf2er ofafo] Fajsk z}
wAH el et FR] Z]HES 2]k

1. Packet Sniffing

Packet Sniffing:> H YXF7F IP packetS F7Fol 72 A BARZS TFE= 2 Q). o] packet:s 771 2]
oromi £ i1x49} #4127} STopAl7] ofefs.

2121 4o} £oFAIT, packeto] et encryption(FTI)E Ff £ 5 218,

2. Packet Modification

Packet ModificationS & YT packet -§S 3 sl=

data integrity(FF24) mechanismS 255 detectd + U=
3. IP Spoofing

IP Spoofing2 FZAXF7} AFR19] Aol ofd IP addressg sourcez 3= IP packet
A9l

]

A

o
>

NSl H45l=

s
3
39,
mo

origin authentication(BR1Z] 0l&)S Z-g3f HFZ]

2.5. ARP

2.5.1. Address Mapping

Address Mapping(F4> BH2F)2 physical address2} logical address AFo]2] mapping(BH2F, 4F) Y.
host/router+= network level o A] logical addressz2 2]HE]X]8F, physical levelof A= physical addresszZ
AFE[ o2 FRE oAl o] & 7] mappinge] R 3}

mapping®fl<= static mappingZ} dynamic mapping®] U-=.

1) Static Mapping
Static MappingS physical address@}F logical addresso]] el 1= tableS TH5o] EH-gol= HHA Q.
ol physical address®] 73 So] BT % 9lo 02 g7} ZA-

2) Dynamic Mapping
Dynamic Mapping2 protocolS A-&-5F¢] logical address@} physical address AFo] 2] mapping= ZH= HF
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A1l dynamic mappingS Y F protocolZ+= ARP2} RARP(Reverse ARP, physical addressZ logical
addressE 3= protocol.)7F Y=, RARPE T2 protocole]l HiA110] AFe} 082 ofefloll 4= ARP
of tisf gelgt.

2.5.2. ARP
1. ARP
ARP(Address Resolution Protocol)= =4I212] IP address®2, I-&F+& ﬁEJ physzcal addressE ZF
o} data-link=2 FHGdl= network layer2}l data-link layer2] =37F protocol®]. 54IxFo] IP addressE

orot, gt packetS encapulationdfA] HLsle]H A Of-&EE= physical addressE oFofoF gF.

gFzl o] FRF2 ofgfo} ZHS HRIR|E= =RIZFO] [P addressiZ physical addressE &+ ARP request
packetS broadcast@F. g ARP packeto] tjjot -SH = X419] physical addressE XEEol= ARP
reply packet-S £ A] unicastg}.

ICMP || IGMP Logical
Network address
layer IP
ARP
Physical
address

LAN

Looking for physical address of a
node with IP address 141.23.56.23

The node physical address
is AL:6E:F4:59:83: AB

ARPO] 9]5]] A=l mapping= £7 A]7Hfcl ARPI} = g 0]-— dynamic mappingZ}, osLf
AFG2F7} 21 AAJSHE static mapping S 2 28 5+ Q5. =, ARPE= 722 0 2 dynamic mapping
of T3 HOIAI, static mappping= A FE 4 L.

2. ARP Packet

ARPO]]K'] £5F= ARP Packet-2 ofgjo} ZF2 format2 7FF. o 7] o)A hardware= data-link layer
Z, pmtocol— network layerE 2oJo]gl. o]2] ARP packet-2 12 frameC 2 encapsulationE.
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Hardware Type Protocol Type

Protocol
length

Hardware

Operation
length

Request 1, Reply 2

Sender hardware address
(For example, 6 bytes for Ethernet)

Sender protocol address
(For example, 4 bytes for IP)

Target hardware address
(For example, 6 bytes for Ethernet)
(Itis not filled in a request)

Target protocol address
(For example, 4 bytes for IP)

1) Hardware/Protocol Type : ZFZ} data-link layer(ex. ethernet=2 1), network layerof] AF&H proto-
col(ex. IPvi+= 0z0800)& 2] &F.

2) Hardware/Protocol Length : ZI layerolA]2] address Zo]-& HFo]E 9|2 2] Z ek ex. ethernet-S
6, IPvj+= ).

3) Operation :
A2t

sl packeto] ARP request(2%)© 2 F2G1EA], ARP reply(-S8) 2 SHH=]E

4) Target Hardware Address : physical address& X]7d gl request®] -2 address& HEHRZ (O&2
2] H.

3. ARP &£ cases

ARP7} - E]= RS ofefjel 2ol 471A] caseZ a7 s

1) Case 1 : £=RIRF7} hosto] 1 2 network2] TFE hostZF $=4IRFQ] 752 (hostof| 4] host2.). datagram
header®] destination IP address”} physical addressZ mapping=.

2) Case 2 : FRIXI7F hosto] I TFE network2] hostZF =R}l 72 (hostofl A] router. ). routing table
ofJA] ZFE (3 ZFQEO H default.) routerQ] IP address”F physcial address®Z mappingd.

3) Case 3 : =RIRF7} routero] 1l TFE networkQ] hostZ} 4IZFQ] 7H-2(routero] Al router®.). CF-S
routerQ] IP address”F physical address®2 mappingE.

4) Case 4 : £RIZ7F routero] 1 212 networkQ] host7} RIRFO] ZH-2 (routerof A hostZ.). datagram
header?] destination IP address”| physical addressZ mapping=.

Case 1: A host has a packet to send to
a host on the same network.

Case 2: A host has a packet to send to
a host on another network.

Target IP address: Target IP address:
Destination address in the IP datagram IP address of a router

Sender Sender

r" A

\ > .

& Receiver »\@ ,,,,, e
Host ) Host \ecclver

\?f'
Host Router

Case 3: A router has a packet to send
to a host on another network.

Case 4: A router has a packet to send
to a host on the same network.

Target IP address:
TP address of a router

Target IP address:
Destination address in the IP datagram

Sender

RoulerT E ! . Router

Receiver

4. ARP Cache

Sender

5 == T Receiver
Router N »\/\

Host

ARP Caches= host/routerZF ARPO] 2]l mapping(logical/physical address 4F)S BFANS ujf HHE
Aoz ARP QAL Hyjz] ot 2 77 HJHE 23 =E cached.
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o]® host Aoj] T3l logical address?} phyisical address 4FS (A, Ma)2fal SFRF. &Y eF networko]
&5F= host A, B, C7F A uff A9} Boj tieh ARP cachef] updatei= ofefje} Zo] +H + QU5

1) B7} AE 2F7] QJ5 broadcastel ARP requestZF Ao A] AEH F-2.
AE B gt HH (B, Mp)E AF4£12] ARP cacheof #7511, 2FR19] HH (A, M) 2 ARP replyS
Bo)l7] unicast3l. B Ao tj3t 18 2419] ARP cacheo] 453

2) B7} C& 2] 9] broadcast3F ARP request’} Aol Al HAEE -2

AZF Bofl digt FHE ARP cacheol] Z3F5Fal QIATHH, a5 ARP requesto Al 23 AZ-2 B
ol JH 2 ARP cachel] Y-&L updatedt. =, physical datao] H-Eo] YUS &~ globZ & 3
HE g8 Frlefol= 4. A7l B i3t JHE ARP cacheo] Z3Fofal YR FUotH, g ARP

requestE discardgrl.

3) ARP cachef] Z} entry:= lifetime©] 1200s =1, sig A|7Fo] XLpH 7 entryof ol interface
of] ARP requestE unicast@F. TFF ARP replyE 419V O H lifetimeS resetl.

5. Proxy ARP
Prozy ARPE host oS glES] %= ARPY. ARPoj gl subnetting G375 4.

prozy ARPE T3Y5}= router”} Zp2lo] QIS host Hgho] ot hostE EFAC 2 3= ARP request
£ grod, 2p119] physical addressZ 7gJeF ARP replygE A&eF o]o u}e} packetS HHOoH o]
2 A SF host/router2 A4},

Added subnetwork

FUTETOTV RTINS NIl 141.23.56.21 141.23.56.22  141.23.56.23
to any ARP request received A A A

for destinations 141.23.56.21,
141.23.56.22, and 141.23.56.23.

H—H—UW / \

Y

- /,J_L‘, Proxy ARP
f"k«,, sse ‘ &
= A

Router or host router

o =°1, Mobile IP]| A= mobile 2] 7} b2 Y E S| & ©]F 3 & home agent7} proxy ARPE 3§51
S A2 2 9] packet2 AAZ A2 7F XS network= =gt Mobile IP= mobile A2]7F Y EYIE
OESHAE FUT IP F4F §A20] BAIL 5 A S5 protocols)

= Mobile IP
Home network Foreign network

Mobile node A Mobile node A

2.6. ICMPv4

2.6.1. ICMPv4

1. ICMPv}

ICMPv4(Internet Contorol Message Protocol Version 4)&= error-reportingZ} query messageE |2
5l= IPo] ool THF protocol$.

IPE packeto] &4 T discard E 7Z-2of gjgt error-correcting®}, host 5o tjeF management&
S lE query 7] 50] EebEo] Q7] 9. ICMPuj o5 1Hele:
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Network
layer 1P

ARP

ICMP messages= X3 data-link layer2 JYEE= tjil, IP9] datagram Uof] encapsulations. o] <
datagram header2] protocol field2] ko] 12 X]ZH.

ICMP
message
IP IP
header data
Frame Frame Trailer
header data (if any)

2. ICMP Message
ICMP Messagei= ICMPoj] 9J3]] H435l= message. 1 formatS olfof ZH2.

8 bits ) 8 bits \ 8 bits . 8 bits
T 1 I

Type | Code | Checksum
Rest of the header

Data section

1) Type : ICMP message2] type 7.

2) Code : ICMP message2] 2191 x]7.

3) Checksum : checksum gt. ICMP2] header®} data 2= tffal] #j+Fel.
4) Rest of the header : Z} message typeo] et A& o] HHE 2] 7.

ICMP message+= error-reporting message2l query message= L.

Category Type Message
3 Destination unreachable
4 Source quench
Error-reporting 11 Time exceeded
messages 12 Parameter problem
5 Redirection
Query 8or0 Echo request or reply
messages 13 or 14 Timestamp request or reply

2.6.2. ICMP Message Type : Error-reporting Message

Error-reporting Message~= routerL} destination hostZ} datagram %] 2] <of] YHAISlE= o 2] & Hils}=
message].

ICMPE= error correction& ~ol5lX] 9Fil, th reportBHE 5~3S}k. error correction 49l layero]
2olol  datagramoll= source host2] IP address”| ZEgFE]o] ¢l OB 2 o] messager= &4 source host
oAl HEH.

HE error-reporting message= data sectiono]] errorZ} BFAIGl datagram2] IP header®l, data FE2
Al 84FO] E(TCP/UDP -5 transport layero] X )& HLgFe}.

Received datagram

P ’ 8 : P

header bytes ! data
ICMP P S8 e -
header header bytes + ICMP packet

P ICMP P xJ . .
'-| header header ‘ header | bytes :SentIP datagram

IESF error-reporting messagel] =2} HSIA] ofgo} ZFL F @ AlgrEo] Ql2.
1) error-reporting messageS HAESl= datagraml oA+ error-reporting messageZ}F A E] 2] &
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O
=0

2) error-reporting message= 3 HAY fragmento] tfsjAJeF AAE.

3) multicast addressE AFE-olF= datagramOf oAl error-reporting messageZ} A E ] 9IS

4) special address(127.0.0.0 F& 0.0.0.0 5 )& AFE3l= datagramof a4l error-reporting mes-
sage”} GG ER] oIS

error-reporting message©f~= ofgeF 22 571X typeo] EAHEl

1. Destination Unreachable

Destination Unreachable2 router?} datagram-= 7,‘_457"3;—} = A, hostZF datagram-S YFX] 23] (data-
gram©| reach®]X] 29}F.) HEEE messaged]. o] F-2 HEE Y datagram-S discard® 1!, source host
oAl destination unreachable message”} {445,

datagram©] discard® ©]5+= oFef2} Zro] codeo] X H (HA 2= o B2 codeEo] EXgl.). =]
of 2 Ei= F2H addresso] 2J7] o7 go] BYY + .

1) Code 0 : network?} unreacheabledl. =, networkE 22| Zgl.

2) Code 1 : host”] unreacheabled}. =, networkw 2=t hostE ZFx] 2l

3) Code 2 : protocol©] unreachable$}. =, destinnationif protocolO] O’X]o]—X] oro.

4) Code 3 : portZ} unreachableq}. =, destmatzonoﬂ NGt port7} Gy sFE]of 071] OPO,
5) Code 4 : routing9| 4] fragmentationo] s+ E]ojoF sf=d)], flagel 9Jsf &71-s¢

6) Code 5 : optiono]] source-routingo] X E =0, o]& o=z 2o}

lo

2. Source Quench
Source Quench+= flow control = congestion(Z%}E) controlS ek message°7 muter/host7]— con-
gestiono] 2] datagmm~ dzscaTdO]-’ﬁ £ RIZFofl Al source quench messageE 5] F4 £ =
F T E oF quenche= &5 Zrl= 9u] 9.

Z]EZ 02 [PoJJA]E= flow control, congestion controlS AJEoFR] goBg o]F ggar 4~ QIx]HF,
A= o] HYG TCP7} 2ok 2 AFEEIA] SFE typed
3. Time FExceeded

Time Exceeded= ofefle} ZH2 = 7[x] AJ7F =23} AF3}o] A/}_]Z}O]]ﬂ] &= = message d.

1) datagram header9] time to live g{o] 00] E o] discard® 7
2) destinationo]] oJE messageo] t3F fragment=0] time lzmzt 0}07'] HAH L 2i5pz] 2ol 4.

4. Parameter Problem
Parameter Problem-2 datagram headero]] EEF2lsfALF mpRl HEo] EXsl= F-L HELEE mes-
saged].

5. Redirection
Redirections2 host9] routing tableZ redirect(update)sFrS F4EE= messaged.

internetoll = router 2} o 2 9] host7] EAJgF. o]of Efﬂf router= = 2&] OE routing tableS o
2]5l1l, host= traffic A WZo] & 02 routing tableS 2]l J_EHH 2 HL host= ZEEH]
router(F2 default) 2 packet5 F58}A] E 1, |5t router= O]E 25t T]X]E forwardmgO}Z;’] =,
o]of packet-2 ER2 routeri= hostQ] routing table2 updated]”] L&l redirection messages F43F.

[TP packet @\ A LAN RM: Redirection message

5 | LAN B
R1 R2
3 4
[P packet | [TP packet |

2.6.3. ICMP Message Type : Query Message

Query Message= host U network Ze| X} 50| T}E hostLf router2FE] E JHE A7] Q5] A&
5= message .

Mr

o] 2 query messageZF ZAFX|BF, A= = Z}x]ak g E. o 7] oAl o}l oF ZFo] ehco request and
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replyFS & o &

1. Echo Request And Reply

Echo Request And Reply= LI (diagnose)ol] S-&E= messageZ, 5= host/router7F A2 &F4Ieh =
qEAE I

Sl host/router} echo request(type 8)& E U1, J-&%+= host/router+= echo reply(type 0)& X
reachablest1l -E4l0] 7lsohS LFELY.

Type 8: Echo request ™ opeg0r0 | Code: 0 [ Checksum
Type 0: Echo reply Tdentifier [ Sequence number

Optional data
Sent by the request message; repeated by the reply message

2.6.4. Debugging Tool

network layerof] gt debugging toolS 2FoFHEIL.

1. Ping
Ping& o]® host7} alived}il &5 0] 75¢F2] FH A= debugging toolQ]. source host= echo request
messageS destination hostof] F435F11, destination host= echo reply messages source hostoj] 7

A =
9k

ping<> message2] sending timeS message2] data sectiono]] g ojA] F<¢gl. o]& &85 RTT(Round-
trip time. G2 X 7HS AFe = Q12

ofefs} 2ol ping Bl 54 Amete] B4l Al E HHY 4 AL

$ ping fhda.edu

PING fhda.edu (153.18.8.1) 56 (84) bytes of data.

64 bytes from tiptoe.fhda.edu (153.18.8.1): icmp_seq=0 ttl=62 time=1.91 ms
64 bytes from tiptoe.fhda.edu (153.18.8.1): icmp_seq=1 ttl=62 time=2.04 ms
64 bytes from tiptoe.fhda.edu (153.18.8.1): icmp_seq=2 ttl=62 time=1.90 ms
64 bytes from tiptoe.fhda.edu (153.18.8.1): icmp_seq=3 ttl=62 time=1.97 ms

2. Traceroute
Traceroute(UNIX) E+= tracet(Windows )~ soure9fJA] destination© 22| Z 2 (route) & FZ(trace)
Sl= debugging tool .

traceroutes= ICMP message2l TTL(time to alive) fieldE &8 FE2E &5 =, TTLO] rotuerg
AR 14 Fo]ECi7F go] FH-ES nj] H4E5l= time exceeded messagesS E-§3F.

FAHF O 2 E TTLS 12 X6 packet-S HEoF H discardgl-S w] o] HEEF= ICMP message 22 E]
router IP address@F RTTE Y= Z oA A]ZF6lo], destinationo]] =Eeh wj7lx] TTLS 14 S7FA]A
Hifl& &9E HEgl Eo] upx|g} destinationo]] LY S mfol= UDP7F X Q5R] Q= port HSE
2] ICMP messages H4EHE 2 oF,

i

iy

$ traceroute(tracert) xerox.com

traceroute to xerox.com (13.1.64.93), 3@ hops max, 38 byte packets
1 Dcore.fhda.edu (153.18.31.254) 0.622 ms ©.891 ms 0.875 ms

2 Ddmz.fhda.edu (153.18.251.40) 2.132 ms 2.266 ms 2.094 ms

3 Cinic.fhda.edu (153.18.253.126) 2.110 ms 2.145 ms 1.763 ms

4 cenic.net (137.164.32.140) 3.069 ms 2.875 ms 2.930 ms

5 cenic.net (137.164.22.31) 4.205 ms 4.870 ms 4.197 ms

6 cenic.net (137.164.22.167) 4.250 ms 4.159 ms 4.078 ms

2.7. Unicast Routing Protocol

2.7.1. Unicast Routing Protocol

1. Routing Protocol

Routing Protocol:& ZF 2 & cost(H]-§)S &Gslo] dynamic routing tables Q5] ZZ o] F2E
ZF17, tableS A B AIsHE ek protocold]. o 7] oAl A e routing protocol:2 unicast(one-to-
one) ER10 429 protocold.
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Static Routing Table2 entry’} =0 2 AYEL tableo] 1, Dynamic Routing Table2 HHSL7F 2R
HE o entry’| AFE 0 2 updateEE= tabled.

ojuj] costi= Metrico]gf 1z HE.

2. Intradomain vs. Interdomain

AS(Autonomous System )= o] ® © 7] (administration) 2] HeF authority) oFgfof U&= network
OF routerQ] FeFel. O] internet:L oF 7FX] routing protocolZ H-E HEof OJsF routing table=
wrejslr]olle 7 Z7]7F Y2 282, internetS of 2] 7o) ASE LFH Fe]Fl

AS ]2 oj X 9] routingS Intradomain Routing, A2 TFE AS7]2]9] routingS Interdomain Routing
olafal oF.

AS Legend

AS  Autonomous System  wamamms Point-to-point WAN
(=9 FEthernet switch | nter-system connection
R1
N
R3 AS

.
“~,
i
o,
0
.
e

D

olgllo A A EHEF routing protocolS intradomain®] tjoF A 27021, interdomaino] tjeF A 17]¢].

Routing protocols
vector state vector

RIP OSPF BGP

2.7.2. Distance Vector Routing

1. Distance Vector Routing
Distance Vector Routing2 ASE r = (router)2l &3 (network)2 4% Za]x 2 AHZF5137 bellen-
ford gi1a]&0 2 ZF routerof 4] £ network7}x] 2] HHAE](cost)E Ao} tableo]] B gsl= 1

Alo]

> o-

Bellman-Ford &t 2]&2 = & AJo]o] XulAa](X4 H-)S R ofa]Z9]. 7Iths] A sl]
W, e 9} j Apol ] FEHAZ S, 2F ool el io] ol2olA] XS] HkAZSE ieA] o] 27| ]
Aalg Ot FFE 5 HEgh(o]2 HE F1S AkKeE)Y. o g2} Zxfs}R] Y= F L Alo]o=
FoH (infinity) o] AelE IRl G2 = A 2]H. o] F- ¢l F & AFo](FF)0] AelE o,
A 2] zof gis HA e Akt w5 7 s

bellman-ford Y 2]&S router?} networkz FA4H Tajxoj] A -gol= -2, ofgjel Zhe 359
g3k

1) 7 i Apo] o] A2 (cost) = F 2 0] EAS} network®] =9l o]l E2F networkt AL gFoFe] 4.
2 A B gae] A olsg & 9le.

2) ZF router= F2of tfsf 37FX] ZHH dest(destination network), cost(dest7}X] 9] cost), next(ZF 2
Q= A WA router)E tableo] *]Zs)oF g}

3) 2} routeris ©]% routerZRE YHE {161 2419] table:S updates}d, EFF 2}:19] HH I}
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TJEH o]F 0|2 routero A &l updatest=5 of. (HHAE FFoloF dze]Fo] F2Fek)
4) router ZFoj] F45l= FH = RoJafil ofH, R-2 2712 HH dest(3G routerZ2FE] Q] dest), cost(3l
& router 22 E] dest7FR] 9] cost)E FEgFel next—= o2 G routero] B2 TWQ g2

2. &% A% o ) )
S5 98 2715 QA wpdate BAZ 1= 5 8. Ul Feld AHE, tableo] W7} B YohE
I HHE o]-2 routerof Al Fegl I AEFAEE .

8 Distance Vector Algorithm ( )

2

3 // At startup

4 for (i = 1 to N) // N is number of ports

5 C

6 Table;.dest = address of the attached network
& Table;.cost = 1

8 Table;.next = — // Means at home

9 Send a record R about each row to each neighbor
10 } // end for loop

2 ko

12 // Updating

13 repeat (forever)

14 {

15 Wait for arrival of a record R from a neighbor
16 Update (R, T) // Call update module

17 for (i =1 to N) // N is the current table size

[
@

{
Send a record R about each row to each neighbor

N =
o v

}
} // end repeat

(X
firt

22

FEll } // end Distance_Vector

Z715F A= ZF router} ©]2 networkel 7 HTFFE(1)o] tief FHE XZeF o]lE routerg
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A]2] ok o

—

AE B2 nextgt2 g2

update THAJofl= R.destE table(T;. _table TO] EX entry i.)9] dest2} Hlil5}o] RO tableof] EAf5}=
desto]] dier FH IR E FQIgt. o] % FEA)] of Lo aja} ofefjo] = 71| 5 s} 3 H.

1) dest7F EAFH= 79

ofefjo] ~4]o] o] RO FYJHE tables updated). =, o JHE AFEoIH o] 2& H-§9] F=2
] 571}, ofn] AFgeHE F ol Wk} B Pl updatedl= Al ol ohjH ol

=
=
=
==
discarder.

R.cost +1 < T;.cost or R.next =="T;.next

2) dest7} ZA5FR] = F-L.

Ro] HHE tableof] F7Fgl.

AS Dest | Cost| Next
Netl| 1 |— Dest | Cost| Next
Net2| 1 |— Net2| 1
Netd| 1 | — Net3| 1
Net1 Nets| 1 |— Net2 Net6] 1 Net3
-@“\E/é A @;m/eé‘ B @@
0"‘
.'.“‘
Net4 \ .."' L
® *ran,, Net7 To oth
To other e, ?A%T‘ er
AS’s ", 5
Cost| Next
D Nets| 1| — E
Net6| 1 |— .
Dest | Cost|Next| Net7 jIBIE= Dest | Cost[Next|
Netd| 1 | — Net7| 1 [ —
Dest | Cost| Next
Netl| 1 |— Dest | Cost| Next
Net2| 1 [— Net2| 1
Netd| 1 | — Net3| 1 | —
Nets| 1 NetG| 1
\v/" v
A B
Nets, 1| Netd, 1||Net2 , 1] Netl, 1

Routing Table B Routing Table B Routing Table B Routing Table B
Dest | Cost|Next| |Dest | Cost|Next| |Dest | Cost|Next| |Dest | Cost|Next
Netlf 2 [ A Netl] 2 | A Netl| 2 | A Neti| 2 [ A
Net2[ 1 | — Net2| 1 Netz| 1 Net2| 1 | —
Net3f 1 |— Net3) 1 |— Net3| 1 |— Net3| 1 | —
Netg| 1 |— Net) 1 | — Netd| 2 | A Netd| 2 | A
After receiving ~ After receiving Ne6l 11— | [Netsf 2 | A
record 1 9 recor 9 After receiving |Nets] 1 | —
record 3 After receiving
record 4
A B C D E
Dest | Cost| Next| Dest | Cost| Next; Dest | Cost| Next| Dest | Cost|Next Diest | Cost| Next
Neti| 1 [— Netl[ 2 [A metl| 2 | A neti] 2 [A weni| 3 [
Netz| 1 |— Neiz| 1 |— netz| 2 A Net2| 2 | A Metz| 3 |C
Netd) 2 |B Net3| 1 |— MNet3] 2 (B Net3l 3 |A Net3] 3 |C
Netd| 1 |— Netd] 2 | A Metd] 2 | A MNetd] 1 |— Netd| 2 [C
Nets| 1 [— Nets| 2 [A Nets| 1 [— Nets| 1| A Nets| 2 | ¢
Neth| 2 [C Nets| 1 |— Nets| 1 [— Nets| 3 | A Nets| 2 | C
Net7] 2 |C Net7] 2 | C Net7] 1 [— Net?]] 3 | A Net?| 1| —
3. RIP
RIP(Routing Information Protocol)< distance vector routingS 7]8F0 2 2 & ¥ intradomain routing
protocold].
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distance vector routingZ} & 517, routing tablex2 dest(network address), cost(network/hop2] 7],
next(Z 2] BFZ ]S routerQ] IP address)Z 774%4.

olu) Retl ghe 1602 He|F. Z, 2} H27} A= F cost(metric) G 159).

195.2.4.0/24 205.5.5.0/24
N3 - o~ = N6
195241 g S z 205.5.5.1
S =8 g
i) - -
R & = R4

195.2.5.1 130.10.0.0/16 130.11.0.0/16 205.5.6.1
N1 N2
N4
195.2.5.2 205.5.6.0
195.2.5.0/24
Dest. Cost Next
R3 T30.10.0.0/16] 1 Legend
130.11.0.0/16] 1 5
195.2.4.0/24 | 2 [130.10.0.1 Ethernet switch
195.2.6.1 2 [130.10.0.1
3 h301001 R Router
N5 5.5.5 2 [130.11.0.1 N Network
ll)JJl)(l,!.l 2 1130.11.0.1
195.2.6.0/24 R1 Table
Dest.  Cost Next Dest.  Cost Next Dest.  Cost Next
130.10.0.0/16] 1 130.10.0.0/16 | 2 [195.2.5.1] [130.10.0.0/16 | 2 [130.11.0.2}
130.11.0.0/16] 2 [130.10.0.2 | 130.11.0.0/16 | 3 |195.2.5.1 130.11.0.016 | 1
195.2.4.024 | 1 195.2.4.0/24 | 2 [195.2.5.1 5.2.4.0/24 | 3 [130.11.0.2}
lBJ‘GUH 1 195.2.5.0/24 |1 3 130.11.0.2]
024 | 21195.25.2) | 195.2.6.0/24 |1 5 4 1130.11.0.2
ZD: 5.0/24 | 3 1130.10.0.2| | 205.5.5.0/24 | 4 [195.2.5.1 EU:E:D‘H i
205.5.6.0/24 | 3 [130.10.0.2] | 205.5.6.0/24 | 4 |195.25.1 205.5.6.0/24 | 1
R2 Table R3 Table R4 Table

4. RIP Message
RIP message’= o9} 28 field 52 248, Ro] Zelok= HRE A2zohd o]e 742 gFelst

o
of,
Command | \ersion Reserved
Family All 0s
2 Network address
g All Os
& All 0s
Distance

1) Command : messageQ] 5 (request— 1, response~= 2)& LEI}= SH]E field.

2) Version : RIP versions LFEFYl= SHIE field.

3) Family : protocol #H|E(TCP/IPE 2)& LIEFUE= 16H]E field.

4) Network Address : destination network2] address& YEFE= field. Y= 1/H}o]E2 HAE] ]
Bl IP addressi= {HFO]EO|H & o2& 022 A21Z] 5.

5) Distance : 5% messageE F40}F= router22E] destination networkZFX] 9] cost(distance)E

EfUE SHFOIE field.

command fieldE HH & 5~ ¢l=0] RIP messageof.= request@f response?} <.
1) Request message : A&7 53 FAL, o8 entry7} expired F- FH QS 9l HEslE=
message®]. ofg 2t Lol B entrygE Yol JHEE YT +& A1, BE entryd] Hiof JHEHE

2FYF E S,

Com:1 | Version | Reserved Com:1 [ Version | Reserved
Family [ All 0s Family | All 0s
3 Network address All Os
g All 0s All 0s
& All 0s All 0s
All 0s All 0s
a. Request for some b. Request for all

2) Response message : response message= FJHE A|EFol= &Y messaged]. requesto] oJsf £
entry E+= A entry FHE oA HEoR= F-& Solicited Response Message2ty! sfxl, £ AJ7F
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ZH (timer) o] L} B Z o] HRAGE 72 of] Z451E= 12 Unsolicited Response Message(Update Message)
2tal gk solicit= 2 Foh= 25 o]n] g

5. RIP Timer

RIPJAT= ofefet ZHo] 37k2] &7 9] Timers AF&

£3F.
= A

25l o]0 gigF timer(ex. 30s).

2) Ezxpiration Timer : tableoA] patho] tfoF a5 LFEFUlE= timer(ex. 180s). response messages
vto i timer7} Z7]51E] 11, S timerZ} expire=]H G path= 2 G 51E.

3) Garbage Collection Timer : tableof Al Fa3}E patho] st 4] 7]7FS LEFJE timer(ex. 180s).
PR3 pathi= HEZ AAE= Zlo] ofaf, o] timer7} £ 1w AFAJE. o] AJZF &9 o]2o]
oG path7| 2 38}E F15 Yofxld 4 U

1) Periodic Timer : unsolicited response message=

2.7.3. Link State Routing

1. Link State Routing
Link State Routing-& ASE = & (router)2} costE 7]-/’(] 72 LA H topology(Zef )2 AJzFsfal,
ZF routerol 4] topology©ll tlal] dijkstra &F1l2]&S AFE5) _'J A2 2 ARIsHE draje].

link state routingo A= 241 ZF router5©°] LSP(Link State Packet)S 11820 1 topologyE TFF

1 A2 ZF router= =L F FA] topologyE ZIX]A] &. o]uf] LSP7F network 2] E— = muter
oA Eé’—XJOZi’ =g o+ Qs Aoz Hulshs ﬂf@% FloodingO]E}j_/ 3l o] F Z} k- Eoj4] 9]
topologyE TFEA] -E§0LHE tables> A2 TFEA g, o] dijkstra 2|55 2§ }5;

System seen by A System seen by B

System seen by C

System seen by D

System seen by E

Dijkstra Y31 2]&2 ofg|o} ZHo] initializationd} iterationS A sl =W, 7 Al RS ZEZ
S}= shortest path treeZ} 24 H. Shortest Path Treei= ZE2QF ¢]o]o] 5} LT Afo]o] Ag]7} H =
F]2 0] treed.

1) Initialization
o:];(H I = (router) & RERZ A path(tree)ol] F7FeF o]m pathel Q1E%E k=X 7 39 costE
&off FEQRO] Ael7l AP 11, AAER] gk Lt REQLO] Aa]7F Folt = 2] H.

2) Iteration

BE &E} pathe]l £7FE W7}3] of o] F TpHL vRE

-> pathof] ZgIE]R] ok & = —'?—EE—?E—]_Q]—_Q] Aal7} 2491 AL patho] ZEeFA]Z.

> F7Hd EE %‘%‘lo}oi 7“7]'£]X] o2 =59 diof AelE AAL} & i} x]];_ =715 QicH
W, It ]077 =k 77’E]h ofef o] 4] oz 74]‘}5’ Dji= FEO|A] j7FR] 9] A 2]0] 11, ¢;j+= i®F j AFo] €]
cost®]. =, FIE T E AzE 70__77 Aalo} 7|& Aa] & 2R AL zro 2 G
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Dj = min(Dj, Dz + Cij)

. Root node

) Node in the path

O Node not in the path

= Path

Iteration 3 Iteration 4

(G)9

7 2 7
© B—)
) ®© 60—
8 3 6 8

Iteration 5 Iteration 6

2. OSPF

OSPF(Open Shortest Path First)«= link state routingS 790 2 Z& % intradomain routing proto-
col9].

OSPFE routingS B83 02 £8517] 93] areatl= 7NH-S A8 Areas= host/router/network
ol Jetoz, ASE t] 2 thie Y. oluf area WO BE networks= HEE0] Q5. ESF Backbone
2 areal] JEo 2, AS Yo C}E HE area= backboneo]] HZE]o] QloJoF g} E7I2 Area Border
Routert= area2] FAol] 2]} aread]] tjst JHE C}2 area2 AYols 50 BELS ¢).
OSPFoJAlE administratorZ} ZF ZZ2of tjdll metric(cost)E TGE. o]uf metric2 A& AJH]A0f
a2} delay, throughput 59 5+ 9=

Autonomous System (AS)

LAN LAN LAN LAN LAN
Area border e, “ﬁ
o~ Saiiten WAN"™,,__ " WAN Area 2
Area border AS boundar:
router router
E To other
Backbone WAN Backbone ASs
LAN router router LAN
Area 0 (backbone)

3. OSPF Packet

OSPFE ofgjo] ZFo] hello, database description, link state request, link state update, link state ac-
knowledgment2 = 57} 82| packet-S 72| g}.
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OSPF
packets

[ [ I

Database Link state Link state Link state
Hello
description request update acknowledgment

1. Router link
2. Network link
3. Summary link to network

4. Summary link to AS boundary router
5. External link

ZF packet2 -FEZ] 02 ofgf] 9] headerE 7F. typeL packeto] ZFEE, area identificationS routing
o] =P EH= areas |G
0 78 15 16
Version | Type I Message length
Source router |P address

Area |dentification
Checksum I

31

Authentication type

Authentication
(32 bits)

4. OSPF Packet : Link State Update Packet
OSPF packet 5 Link State Update Packetx router?} 3 32] AE]E advertise(CFE routerofl 7] &Hdl.)
oF off AFSE. o] 2FY-S LSA(Link State Advertisement)BF1l sl-=1, link state update packet-2 of 2]
Zhe] LSAE ZEgFel o~ Ql-2. =, link state update packetS FoJAx] HEHsF LSPoj] tf-&- & 17, ZF router
oAl ©] packeto] YEHE 2§l topologyE T2t

o] packet2 OSPF headeroA] typeo] 42 ] FE]1, header o] Eofl= ofzfolzro] field7}F 4 H.

OSPF common header
24 bytes  Type: 4

Number of link state advertisements

Link state advertisement
Any combination of five different kinds
(network link, router link, summary link to network, summary to
boundary router, or external link)

Repeated

Link state age Reserved [ E[ T [ Link state type
|

Link state ID

Advertising router

Link state sequence number
Link state checksum

Length

Link state age= packeto] A= o] 2 HE] HylE] A7FS & oF9 2 e Z1o] 1, Link State Type
2 olefio} ZFe LSA FHE Aok of] ZF routers= F2o] dgl YmE o1 Lojok o] 2
packet-2 FH48H 4~ 9lonag o]g weFo] Exfoh= A Y.

el

7
N

i

29}, i 2o AEE routere] YJHE Eglo)

o1
Q.

To transient network

Aoty o 4—---3%"&"—"'2%'”&-----@
:

E To stub network

H E

H

Virtual

2) Network Link LSA : network?} 7}3 &3 (router)] FJHE L3}




Designated router
advertises the links

Network with
five links

3) Summery Link to Network LSA : area HFZO] g H-E HZ ¢}, area broader routero] oJs) #||-&-=.

Area 1 Area 2
Ft\]cnged by tlhe a[ea Flooded by the area
O e; rowan into border rotter into
the area the area
R1 1 ' R2
' 1
' i .
I S <o [ + Summary link
Summary link S to network
to netwiork
Area 0 N1
Autonomous system

4) Summery Link to AS Boundary Router LSA : AS boundery router7}2]2] ZZ2o] tfel JHE
SIS, area broader routeroj] o]l A&,

Area 1 Area 2
Flooded by the area Flooded by the area
t border router into border router into
the area the area

D LT AS boundary
N o i o e S router
Summary link to AS boundary router
Area 0

Autonomous system

5) External Link LSA : AS 9]F9o] ZHE Zgls]H  AS boundery routero] 2Jsf -3

Area 1 Area 2 Network

Flooded by the AS
boundary router = -----
into the AS External link

Area 0
Autonomous system

2.7.4. Path Vector Routing

1. Path Vector Routing

Path Vector Routing:> 2} ASO| gjot YHE 5 W g Sh= path routerE AF§dl1L, 1 FHE U2
AS9] path router7]g] meSFE = 5Fo] interdomaino]] TSt routingS T sl= B A1 Q.

oFojJA] CFZ distance vector routingX}F link state routingS intradomainof fjgA= 2F EZF5Fx] gk,
interdomain®] jjofiA]= EQHISEAL itgro] Y7 flof 2-§517] o] 8. interdomaino] Hio]Al=
path vector routing= AR-&gl.

path vector routingo 4] o] ® AS& xFLlo] EE]SlE networkd] tisl Reachability(Ig 71574 )7F Ik
a7 g} interdomain?] ASE= reachability FJHE TF o)A 7FX]| 12 QlofoF 5f1l, o] & CFE ASQF 3-2-5F¢]
2} AS7F 541 ZFs%l network H55 ol 5 g
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Z2 £ ”5]—’; router~ Path Router(exterior router, speaker node)2F1 €. =, path router= £7%
SE EHE L routerz2, XF41Q] ASo] tigl reachability YEE FESF5F= path vector routing table
AJAISFIT, E]—— path router?l 71 YJHE -F-78F path vector routing tableofli= 7 network?l, 1
networko]| reachabilityE 7} path(AS)7} *%FE.

Mo 3>£

AS2

201.2.0.0/24
130.12.0.0/16 130.13.0.0/16

201.2.1.0/24 R1 130.14.0.0/16 130.15.0.0/16

-....
|
201.2.00224 | |WAN ["**a. T
201.2.2.024 201.2.1.0/24 "re }goﬁ(u(o}’:g
el . 130.14.0.0/16
AS1 Reachability : 130.15.0.0/16
H Reachability
= WAN
H
L] R ili
Legend AS3 : eachability
0 16.0.0.0/8
(55 Ethernet switch 17.0.0.0/8
&3 Interior router AL

& Exterior router

16.0.0.0/8 17.0.0.0/8 18.0.0.0/8

olgl= ZF path router?} reachability FHE F-oF A7), o] FHE aggregationd 5 U2

R1 R2 R3
e

Network Path Network Path Network Path
201.2.0.0/24 |AS1 (ThisAS) 201.2.0.0/24 |AS2, AS1 201.2.0.0/24 |AS3, AS2, AS1
201.2.1.0/24 |AS1 (This AS) 201.2.1.0/24 |AS2, AS1 201.2.1.0/24 |AS3, AS2, AS1
201.2.2.0/24 |ASI (This AS) 201.2.2.0/24 | AS2, AS1 201.2.2.0/24 |AS3, AS2, AS1
130.12.0.0/16 |AS1, AS2 130.12.0.0/16| AS2 (This AS) 130.12.0.0/16 [AS3, AS2
130.13.0.0/16 |AS1, AS2 130.13.0.0/16| AS2 (This AS) 130.13.0.0/16 |AS3, AS2
130.14.0.0/16 [AS1, AS2 130.14.0.0/16| AS2 (This AS) 130.14.0.0/16 |AS3, AS2
130.15.0.0/16 |AS1, AS2 130.15.0.0/16| AS2 (This AS) 130.15.0.0/16 |AS3, AS2
16.0.0.0/8 AS1, AS2, AS3 16.0.0.0/8 AS2, AS3 16.0.0.0/8 AS3 (This AS)
17.0.0.0/8 AS1, AS2, AS3 17.0.0.0/8 AS2, AS3 17.0.0.0/8  [AS3 (ThisAS)
18.0.0.0/8 AS1, AS2, AS3 18.0.0.0/8 AS2, AS3 18.0.0.0/8  |AS3 (ThisAS)

Path-Vector Routing Table Path-Vector Routing Table Path-Vector Routing Table

2. BGP
BGP(Border Gateway Protocol)= path vector routing= 7|90 2 & = interdomain routing proto-
col9].

SFoJ Al path routerolA] networkS} pathS 7 slcky A gizut, A2 BGP7F A7 6ls 712
path(AS)7F oFH pathoj] tier H ol AttributeE *ZHel. of 8] 71X 59| attribute5o] Y=, ol=
ofge} Zo] = 71X FFE LH.

1) Well-known Attribute : H-E BGP router(path routero] j-&E-= router.)7F €14 &~ Q= at-
tribute.

ORIGIN : path ZHE A B} BFA17].

AS _PATH : destinationol] IL=s}7] Q5] HXoF 5l= AS 2.

NEXT-HOP : destinationof] =G3s}7] 9J5f HujzjoF & C}-2 router.

2) Optional Attribute : -5 BGP routerZ| Q1&]3lloF 5li= 712 ofY attribute.

3. BGP Message

BGP messagel= obefo} 2o] 4742 LF¥

1) Open : BGP routerZ} ©]-2%F BGP router?} o]-2 #A H%3S 93l H45= message. keepalive
messgac SEE-0 B o] AATF A,

2) Update : BGP router?} destinationo] tfjet JHEE updates}?] Yol H45l= message. BGPO]
HR] messaged]. ojuf] A 22 destinationS YE]E F-L SFLFO update message= SFL2Q] destination
Gake mghel = 9L

s | = 2




3) Keepalive : open messageS S BGP router} o] S S:efsl7t}, ofu] EAfshs of£
A} capireE] 7] QS B A|7F BARpTE K 2ofA] AEEHE message.

H
4) Notification : error} BFAYSFALF 912S 207 oF of H45]= message.

BGP
messages

[ [ | I

l Open I\ Update Il Keepalive Il Notification I

3. Transport Layer

3.1. Transport Layer Service

transport layerol| A A|&5H= seriveceES YotHE A} o]k 7|EZ O 2 network layer?] services 223
application layero]| 2] Y5} serviced]. o|m] G ASIA = protocole] whal of 710 A 2] services & BT

AE3sH7 1= ¢

3.1.1. Process-to-process Communication

1. Procses-to-process Communication
network layerof A= computer 5°59] E410] host-to-host communication©] == HIH  transport
layero A= process-to-process communication©] ~30E. =, Z S process2 2] packet G2 2]

sl Zru 2 o] 7]oflA] 9] process= transport layerQ] serviceE E-§5F= application layer®] running

entity(program) Y.
sl Processes Processes b
i A ~ \
1 - 1 \
1’ @ > o~ ﬁ ‘I
/ - C - 1 ~ \
! ) \ Internet ]/ i \
. A ! \
1
I

Domain of network-layer protocol

! Domain of transport-layer protocol v

o]ojl Z} process+= port numberZ F-EE. = transport layer—= £ port numberoj] 5]/Ed5l= processo]|
packet-= AESF port numberE UEMY W= 16H]EE X451, o]of u}2F port number= 0 ~ 65535
Ajole] g2 71 5 -

IS} transport layerof A= 2] computerol] Tis) ¢J 2] processE 2] 2] 8|oF 318 2 multiplexing(many
to one)Zl demultiplexing(one to many)o] 2-§4.

2. ICANN range

ICANN(Internet Corporation for Assigned Names and Numbers):2 DNS, IP address, port number
E2 Agjsty XFsk= Hlgg] A 7] 7. E5] ICANNOJAIE port numberZ olafel Zro] 37Fx]
range= -2aF.

1) well-known : 0 ~ 1023. £ process7} AFgslEE [CANNoj QJ3f njg] oA Qe BE. =
Apgeo] ksl HEoz, 9ol 8 £ §ig.

2) registered : 1024 ~ 49151. £7% 7]#lo] AFg5F7] 9f ICANNoO| 525}0] hH =2 HHE,

5) dynamic(private) : Fo]. privatesA] S8 5 Sl . Z, 7} 057} 9ol Ao AL T 5
o] O

=N
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Registered

0 1,023 ‘ 49,152 65,535
[ | :
1,024 49,151 t
Well-known Dynamic or private

3. Socket Address
Soket Programmingof] AF&F= Socket Addressi= IP address@} port number& gzl Al

IP address | 200.23.56.8 “ Port number
Socket address | 200.23.56.8 69

socket-2 applicationZ} transport layer AFoJof] QIX[SFH process-to-process communications X]-{l5}
L= interfaceq]. 2]EA0JA] socket-2 filed]d C}=]x]11, fileo]] TSl read write® 2 ERI-S tholaf,
o]o]] w2} socket programmingoAJ= transport layerE HE$Fol= oFZ layerE e Q7T 9117,
tranport layer2El data link layer 2L os7} ] 2] 4}

3.1.2. Flow/Error/Congestion Control

transport layerofA] A-&dl= flow/error/congestion controlS ¢oFH 2.

1. Flow Control

Flow Control:& ={Iz}oj|A] SRIAF2 R E] o] E[F HEERS mf, RFRlo] Al 4= Q= TFF-9] HoJE]
E A g JE L2 5 2ok AY. =, ol g AILH o] 71D bufferZF overflowE]X] FE 5 ol
Aoz ofs|g 7 IS

of Z]of| Al SRIAFZ R E] IRz o] dlo]8] [JY B2 ofgfjef go] F ZIR 2 U o Y-
H,

HFA
1) Pushing : $+{2F2 26 9] 3o] gloiz, 148 Ho]E 7} AW ZA] HgsHs WAL
9) Pulling : 543} 2 2 E]2] @3 o] Foloi Fo] W& HoleE Hdahe Ba.

[e}
transport layerof A1 2] flow control & ofefjo] 77} Zro] = 7IX| 2 L& 4~ 912, £RIRF9] application
layer@} transport layer, 12]31 £RIZ}9] transport layer2l 5-4IXF9] transport layero] A= push”F
SeE] a2 flow controlo] TREE BFH £~RIZLO] application layer2} transport layero] A= pullo]
efr] a2 H O] flow controlo] LRI Y2
1) 2RI} Z29] transport layerof A £4IXF =9 application layer= 2] flow control.
2) =412 Z9] transport layerofA] £=RIX} Z2] transport layer=2 2] flow control.

Sender Receiver

| Application
layer

s v | Messages
control Requests : i pulg\led

Application
layer

Producer

Messages
are pushed

¥
Producer

Transport | | Consumer (=

Transport
layer P

layer

Packets are pushed

Producer Consumer

' Flow control 1

2. Error Control
transport layero 4] ~al5l= error control:& ofgfjof Z-2 ol S 7FZ].

1) Z2E packeto] discard FE-= corrupt®=] Ji=X] BFoletal, A2 HAGER] &R packetS tracksl
Yl

3) A packeto] FEE (duplicated) Z1X] HAFSFIL discard @t

3) packeto] FE 2o mf 7} X] (timer A1) out-of-order9] packet5S bufferof] z7Hek.

error controlofAJ= flow controlZ} ©E] application layer2l transport AFO]oJA1Q] errori= 1125}X]
k17, transport layer AFo]o] E&Ial 17123},

Sender Receiver

Transport Packets Transport
layer layer

1 Error control |
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error controloAl= sequence number@} ack 52 E-8%F. sequence numbers packeto] A]-E LEFL
= 0], ack(acknowledgment)= Hlo]E]7F AGEYAL) HEE 5]-§3S U= packetd. ackZE=
FA AFgRS Al positive ack2l HIZYHH 43S 2ElE negative ack(nack)7} AFEE 5= Y=,
TCP/UDPE HIF positive ackS A5

3. Congestion Control

Congestion Control:& network?] capacityE YoJAl= T2 slE HIx[5}r] Qs H4 £ & X5
= A flow controlo] gt A AEo] ZER buffer?} overflow®]X] Y= 5= Zo]2lH congestion
control2 network HFA12Q] controlZ o]afjer = Q=

transport layero4129] congestion controlojli= open-loopI}F closed-loopo] $l-=.

1) open-loop : HJo]E]E ZF4=3}7] FLE] policy(ex. window size 5 )& b]2] H75}9] congestionS
statics}7)] BIX]Gl= HFA].

2) closed-loop : congestiono] AA| =2 HASIH o]& ZFz[5}o] dynamicsFA] X eF & S0, lost
packet ] BHAIE 2FQI5FO] congestion A o] RE gFolg).

3.1.3. Connectionless/Connection-oriented Service

transportQ] servicei= connectionless service2} connection-oriented service®2 L. = BFA] = H7]

g4} o] Wpr| Hoke applicationo] Q- 7AFE o] wlal HElE.

1. Connectionless Service

Connectionless Servicei= ZF packeto] independencesl?] A4EL HFAlQ] = ZF packet:2 ZIRFEAY
ol HYE 1, out-of-order?l packetES transport layerZF X HF= dj4l application layerof A
el & tas] Y.

& &°f, UDP7} Y+

[~

| Client  Client transport Server transport  Server
process layer ayer process

B OB

Message 0 Packerp————
........ acl Message 0
Mictn ket 0 R
g @ i
_Message 2. Message 2 is
{Packet 2 Message 2, de“%,e?gd ot
H of order
. i
. lessagel !
. |
Time Time Time Time

2. Connection-oriented Service

Connection-oriented Service= client2} server?} packet F4 Foj] request, ackE 1 HFO ™ connec-
tions A4 (establish) €. ©]% out-of-orderz= AYGEFE I QB HEL packet:2 HF bufferof] #7Z 6=
Al o g2 x5 OFE] application layerol] Y. packet £5-41 0]% connections |7}

A& &of, TCP7} Q5.
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| Client  Client transport Server transport Server I‘
process layer layer process
Conne i
_E o
9% ....... t @ Client open-request packet
8= d @ Acknowledgment for packet 1
g% @ Server open-request packet
Ug @ Acknowledgment for packet 3
M 0
SO Packer g Message
Message | e
) 8
M 2 £
essage Message 1 Z
------- cket 2 is hold in g
windaw =
Mes: b
Lo | &
—___ACK
.
Connection .
est °
c 0————__$ =
9; © Client close-request packet
EE 9 Connection
28 ciase request @ Acknowledgment for packet 5
351 sl @ Server close-request packet
o © Acknowledgment for packet 7
Time Time Time Time

network layero]| A1 2] connectionless @ connection-oriented serviceQ} 2 LE5}3}.

3.2. Transport Layer Protocols

Connection-oriented Service®] TR EZ =S ¢olH A}l o= flow/error control-S 429§5}+= protocol 2,
data-link layer2] DLC7} AF8-8}= protocoli} A st HFAQ],

3.2.1. Simple

Simples2 flow/error control:s 35X e protocol 2, HLFE o]E0] EXf5]Z] QI

o

[Fom=]
FRIRE AF9] layer2] packet© 2 packetS T lA] AZolA] Bifi7]et o1, $=4IX= oS packet
EO. l]i_]‘O]—/(‘/’ /5)7‘7/] layerﬁ ﬁgo]—7]u,_]' ,0:,7'.

Packet came from network layer. Frame arrived.

Make a frame and send it. Deliver the packet to network layer.

Sending node Receiving node

3.2.2. Stop-and-Wait

1. Stop-and-Wait
Stop-and-Wait= ELIRF7F 5FLEO] packetS &2 F TR Z R E ackE JEEE mi7p] ti7]ok=
protocold].

stop-and-waito A =4IRFLl F£RIXFE ZFZF 7] 19] windowE AFEEF o] 7]ofJA] Window+= packet2]
sequence numberg XVJO}O# ERIZE/ 5213} ZFZFO) A packet 5210 BHgolE 2 Sl A 9.

Sender Packet ACK Receiver
Application | ——— SeqNo5 E checksum ackNu—L_l-Tchecksum — Application
7 T
| {F H
Transport Transport
. —— o <
Logical channels
L R Next packet
to receive

Send window Recelve window
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7 2 S og i 2. $4IRE eF Blof] SPLEO] packet:s FES)L, SA] timerE A|R}oFo] A
7He =23 gF timer7}F expireX]”7] Hoj] A2 EE] ackZ} L 2FSFH, CF2 packezﬁE H=£8F7 timerEg
Z7]3}8) timerZ} emplreE] , E=RIZF= packeto] A E] AL error7} BTG Z] © 2 mrlslo] siof
packet= oHH o] A4

Req: Request from process

Events: | pArr: Packet arrival

Stop _Uj_'l 01 014_-_.‘__

aArr: ACK arrival Sender Receiver
T-Out: Time our occurs Transport Transport
5 ayer a)'g"
St T | g,
i ’
J ACK1 1 ===>{0
Tiigh ...'
Stop I0—.-0 T 0—'1 € :‘_ :
1
1
S P !
Start .. 0] 1 CHERO ket 1 i
y Lost !
] ! : R
1
Time-out; restart(p) 1.044 fo] d:'i':'o';'f'; 1Packet 1 (resent) — |
--------- o] ACK 0 i'l“"‘i.q“EjI@’T‘
T il
Stop .un_@ﬁ "1. ;vf i
| 1
Re ! Pack |
Start ---qb ’O 1@‘\ 0 1. ] 20 _;: pArr
! s
- | ACK 1 :---->01 oﬂm
i L o I P Lost :
Time-out; restart Lo 1031ET=0H: | mmien 0 (rEsent) | AT Packet 0
L Ry ! — P/
s i ACK1 | === discarded
aArr! | (a duplicate)
i i
1
1

!
TIII'IP Time

2. Sequence/Ack Number
packet?} ack 27O £ EE errorZ} BAYE £ Q5. =, packet FEo] ek F-P= ot Eol 3
ZHAIZE Qs

1. packets} ackZF SHIEA] L= 7
2. packeto] SHFEA] HEER] S F O packetC’] AHAEH.
8. packet:> ZHLEA 176“57‘”5’:] Ck7} =HFEA] JEE ] gL 4

A= askZ} A2 EVI 2 FH. EXAE ackE BA] ZFPoB g o] HEH packet
o] oAl HEH A 5}’~E77 7Zf ’"‘077‘%': o] packeto] AHEE AQIXE & o] gl 1A
sequence/ack number& /\]-—QOfOJ ZF packet/acke] 541 FHE LFEFY.

Sequence Number= packet2] s=A]of] el 5 o]11, Ack Numbers ackl] Ao gjgh Yo ¢l a9
7g-oll diall packeto] XHL 5 Aolx]at ofolstH X B 2 sequence nubmer= 02} 19HS Lo 2 7}2]
H E. ack number= RIRF Qo A] Cl&-of HBFoloF 5l packetQ] sequence numberE LFEFY. ol&
Zof, oA AYYEE packetQ] sequence numberZF 10]H, ack numbers= 00] E. GHASHAE 0} 19}
ARgslE 2 [H[EZ numberg E7|8 + <.

3. ¥&

stop-and-wait-2 channelo] =41 Z4-2 Ha-83 9]

=3l = N
channel& pipex] g AzFeF = 12, channelo] 7':—7é71:]-(thzck),_ Z12 channelo] 2 bandwidth(&=-2
data rate)& 7]-145]-% 7'70]__11, At (long)= AL $IxF7ER] 2] GHE 2] A (round-tip delay. AJZF.)0]
77;}: 7 o]
= T A O~O-

j|o

Bandwidth-Delay Producti= channelo] ackE 7]tfal= 5oF A48 5= Q= data(bit) 9] 7§4+Y. data
mtel’} delay time(A 7| A= GE AI7FHS &3l bandwidth-delay pmductg Axre = 2.

HASIAIE channelo] =7 11 7 A] bandwidth-delay product’} 52, ack9] $-41-S 7]cfa] o] BHASHE
L]‘H]7]— /];7 ]o:]-.

stop-and-wait2 window sizeZ} 191 GBNY.

3.2.3. Go-Back-N
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1. Go-Back-N

Go-Back-N(GBN)-2 4127} of 2] 7] 9] packet:s 4610} 7} FRIAF2ZRE ackE 23] 261H ackE
ukz] 251 2] HE] C}JA] HE51= protocoly.

GBNOJA] :412}= £% 20| 9] windowS AF§8l1, $412F= o] 19] windowd AFg}. o] ufap
of 2] 79| packetZ} ackZF channelo]] A EAE + U2

Sender Packet ACK Receiver
Application r ﬂ Application
pp = seqNo checksum ackNo checksum | == PP
e e
Transport Transport
-l g . oo =] ~=— I
Logical channels
S;First S, Next @Timer R, Next

* outstanding ‘ to send

to receive
e T T T T T 0000 '":'_'_'_'lf[:i"'

Send window Receive window

T 5% DY U2 2. $UNE send windowS AFES BET packetS Do, ack] =3
AErglo] window?] packet:S A& AEel ouf timerE AFER. FA S ack(o]n] Ao RS ack=
FAIRL)E WO timerE Z7]3]5F1l, nof thet ackE HFJTHH n-17FR] FAA o2 HEEH Ao| B
g HE7IZ] windowE slidet. timer7F expire=]H tablel] 2SR E] CFA] H<EgF o]o Fojgk HL
timer= 38 oF ackS BFS uj] Z7]olECIE A £, windowE slide€l of timer7} 2 7]},

FRIZFE receive windowE AFES) packetS HGHRE packet-S H2]eF R, 9 sfEol= packeto] of]
M HXH BR]5131, R, of sfE5F= packeto] H ST packet HFZ T2 packet2] sequence numberE ack
= Hy

oltf ack= =2 (cumulative) © 2 2],
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Sender Receiver

Transport Transport
layer layer

O EELETe o

S

B
132,

Start Req

: Packet
timer

S S, No
AT e e
'i', S‘“
san @ - IR ELT 01
f

Stop

2
s s,
L 1 B S D EE
R '\ﬂ ‘SJI
S N B I

aArr
ACK discarded ===

Packet discarded

Packet discarded

) aArr
ACK discarded ===~

Y5

Time-out (D s T ::“ 7:_‘&:‘:::2::
P S,
R 113 E1 1 B3 O A O
Sy S,
1 1 1
l\‘ ‘\JI

Packer 3

(resent)

start CB

Events:

Restart Req: Request from process
pArr: Packet arrival
S, A aArr: ACK arrival
Stop 5 D Time-out: Timer expiration
timer [25]6]7]0]1]2] """+ P

Time Time

2. Sequence/Ack Number

sequence/ack numberZ m bitE AFSSFCFH, sequence/ack numbers= mod-2" oA ZolE. = 0 ~
o™ 19 grg 7}A) T, G 2 HOlHE ThA] 03E AEF5 GBNOJAE ofel ] packet 72
Sfok Sk ofef 9] bitZ G

stop-and-waito A2} OFRIZEX] 2 sequence numberi= packet Y155 EFY] T, ack number= 41X}
Gl A oFSof rofof 5= packet2] sequence numbers LFEF.

3. Send Window

Send Windows £RIRF7F A= window 2, oFgfoF Zro] & 47Ix] J o2 L.

1) window Y& : AEE QT ackE 22 packet5.

2) windowol] Al MZE FE : HEE] QLT ackE W] 23t packet=. AHEE 2ol ol packeto] =
A 20] 43,

5) windowo] A AYFE7] ghe B2 : Hgo] FUE o} o}F] H4E1A] S pucketE.

4) window @EZ : window?} @] gro} 178 tf4fo] o packets.

send window®] AFg-S oAl 87FX] W7k B3l Sy windowe] A2} QIXE 7le]7]1l, S,
ohSol A& packet:S 7Fe]Z] 1, Ssizen= window?] sizes LFEFH.

ackE BFOH send windows 2EZ0 2 ol ackTHE slided.
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First Next

S outstanding * to send
[l il | e e ey I 1=-""
see 6+ 7 ENINNRINEIINEN 4 | 5| 6] 70 ieee
Sent, Outstanding Can be sent Cannot be
acknowledged. (sent, but not when accepted accepted
and purged acknowledged) from process | from process
T
Sgize = Send window size

send window®] o] F7]= 2™ — 1(HA] sequence number 7f+=H}l 1 2FS.) Q. 2FF window?] =
Z]7F 2™ o]AFo]2lH  send window Q1) A sequence numberZ} M= 5ol 9= AF3lo] BRAHSF 4~
A ol Aot A8 window Y 9] packetS HH FFH o2 AEP=H ack?F A= R] Zof
timerZ} expire ] packet=2 window®] 2159 oigtol= AR E oA HEH. ojm] 7RIz} oAl
HlE2 7418Re ohS numberf] packeto] HE == Zo]BE, X5 HE CfA] HEE= ZQ1A], 1 ohs
packeto] FEEE AQIXE FES 4+~ L. =, window] Z7]7F AR sequence numberQ] 7j4=HC}
 ZFofof o] &l oS WRJek 5~ QIS & 50, sequence number?} 37FX] li=H] window sizeZ} 3
ojgtH, ERIRF S|4l 07 E] 37F2]9] packetS AR HEF=0] ackZF 2] gFof 2SR E dEoH=
G2, TRIRE A= AEE 0HA packeto] 1 TS packetQlX], TPA] H Ul packet 1] & 4
s

o] 7| oA = EA7F Aol A2 ackZF AUl 2 JEEHA] ghE F-2-9.

Sender Receiver Sender Receiver
! Se S
H 5 H Start /"
: acket ()}, _mm o _, o
i 1 RN ® [o[2[3[0;

oL1]2]

ofi[213] o;
Correctly n-()-:
discarded mnl.

Packet ()

Packet 3

Time-out; -
restart pwf‘(;‘:o :
T T mentt U Erroneously
. ' )
@ .(_): i Resent i > accepted and
. . Time-out; : delivered as
a. Send window of size < 2" restart Time + Time new data

b. Send window of size = 2"

4. Receive Window

Receive Windows= F4IRF7F AFgoH= window=, @8F Z7]7F 19, ofgfel gro] Y& =0, 1&:2
packet-S +AIEM] ackS ot 2B 0 EEL packet: Alukz] Bt e

receive window®] AF§-& A= @A 5LIErofof 5= packetS 71e]7]= ¥4 R, olLERS ARSSF
HH.

FRIZEZF packetS HFO W | receive windowoJAl= R, 9l siEol= packetd mfjofJeF R, S oF 7F slide
olx, IR gh2 F-2ofi= oflg packet:S FAE

R, Next
l expected
e LO T2 I AT S [I6T]TT0N 12 e
Already received Cannot be
and acknowledged received
[ |
Rgjze = 1

5. 8%
stop-and-waitof A1 9] ack2] 41L& 7]cfa]n] BFASHE YWH] = A SFX]Ol, timer7}F expired of window
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o] HE packetS FE CFA] FL8FE 2 noise”} WL channeloA]= H] G823 ¢].

3.2.4. Selective Repeat

1. Selective Repeat

Selective Repeat(SR )&= GBNI} AR, window@] HE packet:5 FH CIX] FA48l= gl £4FH
packetTHS HEIZ] O 2 (selectives]A]) A H45]= protocol .

CBNTH § A1, BE g il GBNTHE) ol g 402 HF

&2 Y oS 255 SRIRFE timerE AJRFSPHA] window 9] packetS o ALl
2B E qckE O 1 ST numberZE ack A28l window?] A|ZFHEE] HL2] 0 2 gckE HFQITH
windows slidesF1l timerS Z7]8}8l. timer?F expire=]H window?] FEEE ackER] 2L AE
4] 5. ol FEIE BL, ackZ B2 U] timer Z7]34He 0] olje, window: side 3
timerE& Z7|3}olcF= A9l

£ o rg, 1

FRIZFE windowo]A] FAYERS packet-S HFE Z 02 F7]5}11, 5] sequence numberE ackz H 4.
ojuff F}Aof oju] HYHES packeto] 2} discardsll, ackE AHAEe windowe] AJZFYFE A2
O 2 packeto] 2= oW g HES 9] lagyers2 G5l windows slided}.

Events:

Req: Request from process
pArr: Packet arrival
aArr: ACK arrival Sender Receiver

T-Out: Time-out Transport Transport
layer layer

S;qrS, [Initial n Initial
OB B SRR OB

S S
. Req gl S, o R,
Start @ scraiie 4:5:6:7:0: Packet pAIT _ e
Sk e IR sl

$205, e sl
= =l e QAT \_b ata delivere
Stop O 10]1]2]3]4[516,7}0=< to application
S S,
. Req g —
Start @ wennnei 1) 5i61740! _%
Req ' S” - R,
— —— - - - N
e 0] 1]2]3]4]5 617107 —%___)_ pAri ___,_
= pesssess F 0 T T e =i0]1]2[3]4[516171
5 15 N HEEASIE
24 s QAL
0] L]2[3]14]5161730, <o
S S
f "
Re( . e—— . __ _ A T R
) 1Y 1 1 Y S e o E R Y ¥ .
------ > W ERERwT
§; S A %
| — aArr
0] 1[2[3]4]5 607305
S S
r n R
T-Out - e——______ _ Packe -, i
Restart (B) = O(PPAISIGT100 okt lesem)  d pAn ol
- e >0111213]:
i y i
505 */ﬂ»//
. m e e o o - aArr Data delivered
Stop 10111213[4]5]6]7] 05 < 1o application

Time Time

OJZA O 2 timer packet B2 EXo]A] timer7} expire packet:S THA] Zgol=%= gF. ofx]2h SR
2 WA2 PHHE P2 protocol BN 3L timerth AHE-E

2. Window

send window2} receive windowg A-E&F o7]4] send/receive windows= Z7]7F S

send windows= Zff Z7]7F a3l A o]ol= GBNZ Fefl= g del otk ackE B o packet
orS ackE Ao 2 Za]el windowo] XA EE] HL2] 02 ackE HITHH windowE slide$F.

receive windows= F ] Z7]7F send window2} BFEZ]. $RIRE= £ A1 o)) AFEglo] packetS HEEFOoH

ook windowol] ¥-2. reveive window2] Z7]7F send window2} Z7] WjZof] packetl] AJ7F EHFF o]
ot A5 B k] 3 F3 AFH 5 5 AL windows] AZFHTLE G530 2 packeto] BT
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Ho]H gigt HHE S 2ROl lqyer2 HY5FT windows slided.

Send window

First outstanding 5, Sy Next to send

---------- P G T
FEN A I I T P T I T I I R A O T [ Ovistanding packe,
not acknowledged

Packets already | Outstanding packets,

Packets that can Packets that Packet acknowledged
acknowledged | some acknowledged ]

be sent cannot be sent out of order

t
G o

Receive window

g Receive window,

‘ " next packet expected

Packets that can be received E Packet received
Packets already’ and stored for later delivery: Packets that out of order
received shaded boxes, already received cannot be received

By =2""!

sequence/ack number2 m bitE AF&SITHH, windowe] O Z7]&= 2m~ 1 (4] sequence number 7)
7=0] Fuh) Q). wroF windowo] Xt Z7]7} o] gk o]dFolapd, £RIAF ZoflA] timere] expireo]] 25
packet-S W FHE] ML= -2 receiver wmdow7]- oJno] slidex]o] o] 35t packeto] A-SHE]
oA HEEE A91A), 1 TR packeto] HEFE AU E THE 2 gLg. Z, windowe] 717} 4]
sequence number 7]5=9] HUFH L} ZFA L] ZlofoF o] 2 AF3FS HEz|SF o~ Ql2.
o

of 7l Al EAIZF B SkE AH2 ackZF At 2 FEER] ghe F-74.

. _ Sender Receiver . . Sender Receiver
Start 3/ . R Start > S H H R,
v @ 23700 '_Packetp !
o D et R g
L I s S
-o 2[3}01 i—Packer]
0] JHBED EA(K I : oj1[2[3]o[172
vk = 1 < 1 -
prese | [ ]
30 ' Packer2 v ___ L
ol Correctly mn ‘_I_O_l :\‘_L_» : :UJI 1 u 21
Time-out; discarded i ¥ T rar!
restart i i Erroneously
. 1 ' accepted and
a. Send and receive windows Time-out; ' v g v
st sira—om=1 restart \l new data

b. Send and receive windows
of size > 2"~

3. Acknowledgment
oFojJ Al ClZ protocolEof A2} ©a], SROJA] ack numberi= 42 02 HAGE packetQ] sequence num-
ber9].

GBNoJJ A= ackZF cumulativestA] 2 2] E] 2] F, SROJAL= ackZF cumulativestA] A 2] E] 2] 8417 packet
ER

3.2.5. Piggybacking

Piggybacking2 packeto] ackE HopA HE5k= 7] H Q.

A A F&2 oFeF(Bidirectional) S410] HIHIOZ &S 7Hf packetT} ackS = UFoof
oL, o]u piggybackingS AFE-E 7 A

GBN-£ piggybackingS A3} bidirectionals}A] -+ Elck1l gF.
Client ackNo Server
Application Packet Application
E— seqNo checksum —
I = E = —— - —— e
C { o .- CCwe—— L

Transport Logical channels Transport
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3.3. UDP
3.3.1. UDP

1. UDP

UDP(User Datagram Protocol)~= TJo]E]-E W21 ZFASHA] 40l Hlof] F£2 AL&EE= transport
layer2] protocol 9.

UDP packet-2 User Datagramo]2l1l &F. datagram-S ofgfe} Zro] SHFO]E F7]9] 117% Zo] header
9} dataZ F7GE. o] 7]ofJA] lengthi= header?} dataE 2F HGFSl= user datagram@] X Zo]E
Hlo| E ©hoj 2 LFEN 11, 55} field7} 16H] Eo] B 2 user datagram-2 8 ~ 65535 HIO[E 9] F 7] & 7}2]

A o]o

810 65,535 bytes

8 bytes
e Header Data
a. UDP user datagram
0 16 31
Source port number Destination port number
Total length Checksum

b. Header format

UDPE packet-S w231 ZFeFsHA] Z48FE 2, delayof] 21ZFel real-time application©] L}, multicasting
5o T= AFE-H.

2. UDP Well-known Port

UDPOJA] AFE-5l= well known portZ=2+& ofef e} Z& AE0] Y&

Port Protocol Description
7 Echo Echoes a received datagram back to the sender
9 Discard Discards any datagram that is received
11 Users Active users
1.3 Daytime Returns the date and the time
17 Quote Returns a quote of the day
19 Chargen Returns a string of characters
63 Domain Domain Name Service (DNS)
67 Bootps Server port to download bootstrap information
68 Bootpc Client port to download bootstrap information
69 TFTP Trivial File Transfer Protocol
111 RPC Remote Procedure Call
123 NTP Network Time Protocol
161 SNMP Simple Network Management Protocol
162 SNMP Simple Network Management Protocol (trap)

3. UDP Service

UDPE connectionless services A|-&¢l =, user datagramE5L A2 independent$l. =, user data-
gram-2 4= Ao numberingdfX] &0 B2 application layeroA] YopA] o4& #la]soF gf.
checksumS A LSt flow/error control:& $d5Ix] &5 UDPE 2-§SF application layerofA] o]&
el fjoF gF.

UDPOJA]E application layer2l Hjo|E]E F£118RS 0ff packetS queuing®]

UDPOJA] queueZ} overflowE] Jr}AL of= #4 4Fgholl= ICMPE g-§olo] 1 JHE AP,

4. Checksum

IPojJA] 9] checksumdF ©2], user datagram2] checksum-2 oF2] 18 3} ZFo] pseudoheader, UDP header,
dota2 3 7)) 5 HA o 169]E Bl ARFe 168]E o] So]2H] Lo H padding (D 0)
o =715 ARkt

= T P =
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32-bit source IP address

=
(<5}
U_
@
o5}
=
(=}
E=}
3
<}
7}
Q--_

32-bit destination IP address

All 0s 8-bit protocol 16-bit UDP total length
5 Source port address Destination port address
E 16 bits 6 bits
T UDP total length Checksum
16 bits 16 bits

Data
(Padding must be added to make the data a multiple of 16 bits) 4

pseudoheader= G user datagram®] gtoj] £ IP header®] YHE ZI5l= Al headerd]. o]=
checksum AJ3F AJogF E-g-%] 11 AA 2 packeto] £0|R]= oIS

UDPoJJA] 9] checksum-Z optionalg}. checksum ZEE HE 002 2] Hd<E5lo] checksum= H{ISFR]
S 202 AFF + 4. ol checksumG A2 AL 1 A7} B 0] HE Bl
T9E mE 12 g dE

checksum} ¥hed ¥ &2 o] o] A2t -8-2 Falskatk. E checksumS A4FE wi= 1071542 A4t}
+ Z0] 2Fet. 5] WEQ gro] 153.15.8.105 5o 2 EARITHA 16H| EA & Lpro] Tstal o] % o=

remote F410] 7] 20| A%k, eFol A 3T AH ™ machine 48] E419] loopbacke ZAjsH=] 0|7

3.4. TCP

3.4.1. TCP

1. TCP
TCP(Transmission Control Protocol)+= HJO]El-E {12]g YA A&} Hlof] T2 AFE-E]= transport
layer2] protocolQ].

TCOPOJ A 9] packet-L segmentZF1l SICF.

TCPE I process AFO9] connections Aol HJoJE]E HFO|E Q] stream*] g F118RS 4= Q=&
Sl+= stream delivery serviceE X ¢lgF. EF o]uf o] 5 IR} £2IXE -FE0] Partyelal g

o)
T -
Sending Receiving
process process
TCP TCP
AL Ny,

Next byte Next byte
to write to read

Stream of bytes

Next byte

Next byte
to send i

to receive

TCPoj 9]5]] application layerQ] Hgo]El= encapsulationE.

TP
header

Frame IP

header IO Application-layer data

TCP payload
IP_payload
Data-link layer payload

2. TCP Well-known Port
TCPoJJA] AF&5H= well known portE 2= ofgf o} -8 FE50] U2




Port Protocol | Description
7 Echo [ Echoes a received datagram back to the sender
9 Discard Discards any datagram that is received

11 Users Active users

13 Daytime Returns the date and the time

17 Quote Returns a quote of the day

19 Chargen Returns a string of characters

20 and 21 FTP File Transfer Protocol (Data and Control)

23 TELNET Terminal Network

25 SMTP Simple Mail Transfer Protocol

53 DNS Domain Name Server

67 BOOTP Bootstrap Protocol

79 Finger Finger

80 HTTP Hypertext Transfer Protocol

3.4.2. Segment Format

1. TCP Numbering

TCPoJ A= sequence number2} ack(acknowledgment) number& AFE3l=t], o] segment H1S 7} of
e} vlo] E Bl 5 Q). TCPOJA]= number generatorS AFEsH 0 ~ 23271 = £ 5JL}E 9Joj = Za] A]2F
¥l o & 5, Z} glo]E| Hlo]Eof fjs Mg E Fojgl. o & 5o, AJZF Bl o7} 10572 HYH A A
glo] g2 do]ZF 60000] 2t fo]E] ] Z} HFo]E{= 1057 ~ 7056 2 numberingF.

segment—= ZfRlo] Z}x]11 Q= A WA HFO]E HSE sequence numberZ sl=4], o]& ISN(Initial
Sequence Number)2f1l gF.

ack numbers= RS0 2 FRI517] 5 Z]H]sh= the HFO|E Bl 5 cumulativeStA| LFEFY. =, opx]al

517
o2 £RISHHIOJE HG + 18 gFo g sl=g], o] gto] tf-S sequence number®. ESF acks datall
nggybackﬂ o~ ol2,

PYF SN WS 2} 41 PN FHFoZ Y

- O O

Segment 1 —  Sequence Number: 10,001 Range: 10,001 to 11,000
Segment 2 —  Sequence Number: 11,001 Range: 11,001 to 12,000
Segment3  — Sequence Number: 12,001 Range: 12,001 to 13,000
Segment 4 —  Sequence Number: 13,001 Range: 13,001 to 14,000
Segment 5 —  Sequence Number: 14,001 Range: 14,001 to 15,000

2. Segment Format
segment formatZ ofgj2} Zro] 20 ~ 60 HFO]E FZ7]2] header?} dataz F+4H. headers 7] 2202
208}F0]E Z7]0]11, optiono] mret HH] 608Fo| EZIR]Y] 2715 ZFH = U5

20 to 60 bytes
Header Data |
a. Segment
1 16 31
Source port address Destination port address
16 bits 16 bits
Sequence number
32 bits
Acknowledgment number
32 bits
- UJAIP|R|S|F i i
HLEN Reserved rlclslslvl Window size
4 bits 6 bits clklalTInlN 16 bits
Checksum Urgent pointer
16 bits 16 bits
{ Options and padding {
b. Header

Header Lengthi= header®] Zo]E JBFO|E T2 LIEFY. headerQ] 7] option 2-2of 2 20 ~ 60
ol =] B2 o] field= 3RE 157}719] 42 71D 5 Y-

Control fieldi= ofale} Zro] sfLf o 1H|EA 6709] flag(control bit) =2 F4E. ZF flage] Fko] 10]H
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enableQ] Z19. flagel 2]l 35 segmente] G&FoLt ZF client/servere] F2Fo] A EHE 2 ZF HXI}.

F2, TOPE efficiencyE 9o & A7H5-ek gho] 0] Z|rtgrio} ghrHio] Aajsler), o]
4] PSH7} enablex]o] $1.0 % Sl il 24 148 53 applicationol A= 22439l Hz]7}
gag ¢ Q= o] F-9 PSH flagE 8835} push operations 2 + Q5.

URG: Urgent pointer is valid RST: Reset the connection

ACK: Acknowledgment is valid  SYN: Synchronize sequence numbers
PSH: Request for push FIN: Terminate the connection

‘ URG ACK PSH RST SYN FIN

| 6 bits |

Window Sizeoli= window sizeES HFO|E T2 X]ASF field7] & 16H]E FZ7]o] B2 window2] Foj
7] 65535 HFO]|E Q] of 7]oflA] O] window= F£2 receiving window(rwnd)E WENH I, o]= Rz}
of ol AYE B2 FLIR= o] F mfefoF 3l

segment9] checksum-2 user datagramo Ao} S 5LA], pseudoheader, UDP header, dataZ & 37}X]
F&2 HAo) s 16H]E T2 AI{Fgl 168 Eof] S0]8R] oF o H padding(H-F 0)= 7f0b’ AJLFRE.
TCPOJA] checksum@] A& 2] 29l

urgent pointeri= E5GF A3l 2ol ZOIE Q). S5t flag7F enableE]o] QloJoF & 6F.

3.4.3. TCP Connection

TCPoJ A= virtual connectionS A4 eF 5 full-duplex(Z} ZF2[ oA FA]of] oFdleF B 7]=)2 f]o]
H e 2AF. B2 Hloje] w# o Hel thE partyolAl9] Filo] melslolof g of71ofA] client
9oF server—= transport layer pmtocolﬁ TCPE AF§3l= application program$.

1. Connection Establishment
TCPoJJ A= Three-way HandshakingS E3f connectionS A4 F.

three-way handshaking ©] 9] serveri= F£19] TCPOJA connection AJ4Jo] FHEH2S ¢FE. o]
Q3L Passive Open©]2F1l &l server= client2 2 E] 9] connectionS 5-8Fe 5~ QUX]EF, xF4lo] W]
connectionS> QA = glS. HI'H cliento A= A Z connectionS QFsl=1], o]2 S Active
Openol]2fil &}

connection A4S 96l three-way handshaking:S syn(synchronization) segment2} ack segmentE
g5 ofgflef ZH2 v o2 o= o]af ZF segmentofli= flagZF A E. connection establzshmenﬁ]—
S 55l o] soketo] GAE.

1) client= ISNS P22 sILf o), sl5h 52 sequence numberZ serverofl 7] syns HYl.

2) server+= syn+ackE HY. o]uf G segmentolli= rwnd(receive window size) FHI7F EeFE] T o]=
cliento]] ©]al 2.

3) clienty= ackE HHY.

O]EEH synil syn+acks Ho]E]E HYSFX]= R8F sequence numberE SFLF AH]SF1I, acks= GJo]E]
Z Hgolr] = FH-L sequence numberS £H|GIR] 2. =, synS SFLFO] 7|} HFO|EE SIS
/(0%771-01 B OI_L ack =7}z o] HFo]EE EZG}5}R] 0_7-]:,:}_31 Azrel 4~ Q8. 2 ofgfo] 7 of
Al syn, ack~= segment formatof A S7F REEEE LEFH Zi_Q_E, 5% AAZ2E o2 BHELE sz
]2

™
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Client  Client transport Server transport Server
process |

ayer A: ACK flag layer process
% I—I S: SYN flag I—I %

Active Passive

open
........ . - Seq: 8000 i e

Connection
opened

Connection
opened

Time Time

12, = process® TCPZ7} 2= active opens A|Zdl= F-2 4 way handshakeZ} 5305, o] 7
© ot 77} Zro] A2 synd syn+ackS FTHRS. o]= client-server LZ 7} ofija} P2P X9
applicationol| 4] EAeF &&= Q= & E xI35Fo].

A

i

-
=
Process T(?:;grurl Tr?:;gr‘m Process

=] (=]
2 3
=] < "
Active - — Active
open o Q open
=
> >
ho o
’ =]
= E E 5
52 ng
ad
I::I ESTABLISHED ESTABLISHED [ ‘:,
Time Time

2. Data Transfer

connection©] MAE o] G o= client2} serverZ| bidirectionals}7] fo]E]E
+= piggyback.

=
(5]

e

7 iz, ojuf ack

Farz, o] ofAJoJA] clientZ} F1ESF= segmentofli= PSH flagZ} enable®]o] glo], i o] 7}
j7]5= gi&l application layero]] HF2 HELETEE 2]2]4.
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Server transport Server l

. ‘Client Clien} transport i
rocess ayer ayer rocess
P % Y P: PSH flag A: ACK flag y "%
Connection Establishment
Send
| _request . 2
Data Receive
bytes: 8001.9009 | 0000000 T-tttC >
Send_[
_ _request |
Dat. Receive
bytes: 9001I 10000
oq:
_um— Send
’— request__
WA
bytes: 15001 -17000
- 5eq: 10000
"wnd: 10000
l Connection Termination
Time Time Time Time

3. Connection Termination

TCOPOJ A= connection A AL 3 Way HandshakeE AFE-gF.

connection A|AS YeF 3 way handshake A= syn TR fin(Finish Segment)S 2-835f ofef2o] 74
02 2. syns} oA 2 fino A A flagZ A YE T, Shhe] 7 Hol S wEeke AAE

sequence number& 1 £H]gl.

1) clientof 4] ofx]a} o] E] chunkﬁ]—
2) serveroflA] fin+ackE jo of,
3) cliento| A ackE H4¢

= connection A timerg AFESFZ] L sh=t], o= Yol o

Y Client  Client transport
process layer

0;7-

27 fins

Server transport Server
layer process

=

A: ACK flag F: FIN flag

Active
close | |
- Passive
FIN ﬂ_ close
Connection Mb
- Sosed,__ me i
Connection
closed
Time Time

Time

T2, HloE &4 SFR] QfoHA] £{luks SRS s Sh= Half-Closel= A2t =, Hlo]HE
HYE T ackE JHE5l= Ak £goF o]= server@f client B oA AgE 4~ ¢l2. A= &

o] ghe 7] Holek .
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A: ACK flag F: FIN flag

7| Client  Client transport Server transport Server
process layer layer process

Active |
close

Connectjon;
closed !

<= )ata segments from server to client

cknowledgment from client to server s

Passive
close

Connection
closed

Time Time Time Time

4. Connection Denial
client®] connection 7% (syn)S H=G server?| passive openol 2JeF LISTEN Alef7} ofi]dH,
server— rst+ack segment& F48F. rst segment~= connection< reset(deny) .

7\ Client Server w
&=
Transport Transport
Process layer Process

o B

(=] [=]

= =

8 8

Active s} i Passive
open < O open

g

s

z 7

Uij ]

=

>

w =]
o
[72]
S

[=]

= Q

72]

8 Server state

Q

Time Client states Time

=2 AA 2 full-duplex2 ZZ512] W linko| A & full-duplix’} A]Q&]ojoF gt

3 way handshake®} #¢15}o] SYN Flooding Attacko|2h= FA 0] £AG}. o]+= Sl o|Are] oF ol 9l FA
A7} serverof| 7] WAFS] W ko] synd HWA | AAE AZA 7= 7| Y. ZF synE source IP address&
Z 254 ZHzto] thE clientol| Al & ZAAXH 2] H. o]+ Dos(Denial of Service)2tilk: }al, th=o] B4
Al 2~EE &85t DosE DDos(Distributed Dos)2tal g o]of thgh il 2= EX A7t 714 5919
connection 87 7|4-E ARVetAL, F7]5 AHEolo] S connection R o] FRTHA|E Tt 5 2
SRSHES o1 HHo] 9.

o
o

3.4.4. State Transition Diagram

1. State Transition Diagram

conmection /A7, dlo]] A4 Alo]l WAISH= olef eventS Pel5H] S5 TCP ALEgol=
FSM(Finite State Machine)S &-§oF FEE 11, o]& olafel Zro] State Transition Diagram© &2
BEA RS
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ofeflo] ZZH oA /o] §1&2 TCP7F 418k 9lgjo]al, 9 E&L TCP7} §4lsl= &8

< of2 TOPERE[S] 9Jej Q] I QIR]TE, 55 7]7] 9] process(application) o A1 0] Y Y £ Q5.
Zr2, of 7]oA] ESTABLISHEDE= client9} server ZFzFoj] a4l ZA5l= A2 cF2 A& slLf2
ERdA A Q.

= Client transition
....... > Server transition
————> Client or server transition

1
1
Passive open / - :
; Close / - State Description
__ SYNISYN'ACK CLOSED No connection exists
: RST /- Send /SYN LISTEN Passive open received; waiting for SYN
Time-out / ¥ 1 | SYN-SENT SYN sent; waiting for ACK
ﬂ SYN-RCVD SYN/SYN +ACK (SYN»SENT SYN-RCVD SYN+ACK sent; waiting for ACK
— Simultaneous open Close or . = = 5
e timecout | ESTABLISHED Connection established; data transfer in progress
Close/FIN]  L__2CKL - or RST/=! ["FIN-WATT-1 First FIN sent; waiting for ACK
: FIN-WAIT-2 ACK to first FIN received; waiting for second FIN
eSS e CLOSE-WAIT First FIN received, ACK sent; waiting for application to close
FIN TIME-WAIT Second FIN received, ACK sent; waiting for 2MSL time-out
WA|‘|-2‘| i LAST-ACK Second FIN sent; waiting for ACK
: CLOSING Both sides decided to close simultaneously
|
ACK/-| | FIN+ACK/ACK ALY !
hree-wa AST I
Handshak% IACSK 1
1
FIN-_ ) FIN/ACK L_acki- |
WAIT-2
Time-out (2MSL)

2. Connection Establishment/Termination Scenario
client®} servero]A] connectionS AJ5L17 A|AHSlH= ZFQ o] tjel state transition diagram-S ofzif
2. o] 7]ojA] passive open, active open, close 52 processZFEE]Q] @& Q]

CLOSED e S el CLOSED  CEELEEEE 1
ACK /- '

 Passive open /-

TIME-WAIT LISTEN . LAST-ACK

FIN + ACK / (SNV»SENT) + SYN/SYN +ACK Close / FIN %

A 4
FIN-WAIT-1 SYN + ACK / ACK (SYN'RCVD) CLOSE- WAIT)
close/ FIN“FSTABLISHED 1ACK

Client States Server States

o] & timeline 02 LIEFLH ofafo] Z+-2.

Active open / SYN

L ]
= @
L ]
[ J
a [ J
m —
ool
2 a
2 Data EJ
g Transfer Z
Active ] =
- _(t_l(_)s_e_ - E Inform and
17} send data
= in the queue
— plus EOF 5
2 |
2 zs
2MSL 4= Passive
timer © close
— FIN+ACK +——1 [~~~ =777~
Wk -
=< L LT
== 32
-—->
Time-out E.
Client States

Time Server States Time
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3.5. TCP : Flow/Error/Congestion Control

3.5.1. Window

TCPOA1E] window= of2F Zo] gH. o]i= SROJAC] window?} FAFSIX| B Z 2Fo]Fo] YH
=3

1. Send Window

£ RIZF 2041 9] send windows ofgfJeF 2L FX 2 Eo] Qlg. o] send window size= receiver2l
(flow control), network2] congestion(congestion control)oj] ol 27 H.

=
TCP2] send windows segment T 7} ofLl2} Hfo] E thoJ &2 ]a]gl. ESH HFo]E B timerE AFE
ok 41, opito] timerfhs AlS-gk.
First Next byte
out%t;‘r;dmg to send to Timer @
St Sn
oo T30 1201 e e s 2601261 e 300] 307 e
Bytes that cannot be

Bytes that can be sent sent until the right edge
(Usable window) moves to the right

Bytes that are acknowledged Outstanding bytes
(can be purged from buffer) | (sent by not acknowledged)

Send window size (advertised by the receiver)

a. Send window

Left wall Right wall

—— Cl0ses Shrinks 4—’—; Opens
o TE0GT20T] e e e 260[261] oo 130030} e e e

b. Opening, closing, and shrinking send window

2. Receive Window

TRIRF S0f419] receive windows= oFefje} & FXE Eo] Q. receive window sizer= A[AHO]
HralE ) ore Hre] 272 A HE.

oJuf buffer& A&} process7F ¢lo]Zd & Q== HFO|EE X2l =2 receive window sizew= Z1A]|
buffer sizeol A processZ2FHE] ¢]5]7]F 7|tle]i= Hpo]|EQ] Jl42 Ak 4= Q1S HEok GHsH =
window sizew= buffer2c} AZ + g2

TCPOJA] €] receive windows ackE cumulatives}A] 2 g]gl. ofoF R TCPoJAL cumulative2} se-
lective B =5 2-g5}7] I olcfil gf.

Next byte Next byte
to be pulled expected to
by the process receive

1 RH

Bytes received,
and acknowledged
Bytes that have already waiting to be

pulled by the process consumed by process

Bytes that can be

received from sender Bytes that cannot be

Receive window size (rwnd) received from sender

Allocated buffer

a. Receive window and allocated buffer

Left wall Right wall

[ O pe1S
Closes

b. Opening and closing of receive window

3.5.2. Flow Control

1. Flow Control
8ol 4] transport layere] Tl §2]5 AHE, TOPOJAE producero]s] HloJE]E H4she 4o
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consumere 4] HJo]E}E AHlsHs g ZHH= flow controlg £

ofgfio] 7} Zro] gl RE O] & oAl =RIXFO] process7F 441X TCPZFRE| Go]E]E pullof =
gfo] 9] flow controlS =5}2] 2. flow control:& 441 TCP7} 44l processoll 7], 221 541
TCP7} &4 TCPJA =%

ol

Sender Receiver

| Application
layer

Messages
are pulled

Ap;;!jlycear(\on Producer
Flow

Messages H
2 control Requests :

are pushed

¥
Producer

Transport | | Consumer |«

Transport
layer P

layer

Packets are pushed

Producer Consumer

' Flow control 1

2. Window Opening/Closing

TCPoJ A= flow controlS ol E4IRFLl F=RIRF So)A4] ZFZF 2FR19] window sizeE X oF== 3.
ol open2 window2] 21& Bo] ¢ 2= 0 2 o]Fol= 10|11, closer= Q2% Blo] 9 E& 0 2 o]gof
= AY. send windowol A= LEZ Bo] 2&F 02 o] g5l shrinkle EXoFR]TE, o 7]ofl A= ZFA]5]
o=2] ohs.

send windowo]| TIgF open/close/shrinks £RIXF) 2Js] AJojH. o]&= ackE BFOH closeX 1, 4]
ko]l O]l rwnd(receive window size)E HAGEOH ofgt HLl7ER] 2 F 5] opentd. o|n TAHA =
receive window size T send window sizeZ} T A2 4= gl

receive windows £4IXF 22 E] HFo] EE HEHF O H closeX] 11, processoj] 2]3f] HFO] E 7} pull=] ™ open
= Fol windows shrinkE] x| 2.

Left wall Right wall Left wall Right wall

Closes Shrinks Opens g Opens
1] N ) i I T K77 PR et Al e i =

b. Opening, closing, and shrinking send window b. Opening and closing of receive window

=, TCPoJJA] flow control:& oFgf|2} ZFo] rund 55 g5l window sizes X7 6FH 3=,
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p Client SYN Server r]
- seqNo: 100 1

rwnd = 800 b |
SYN + ACK [0 i
Size = 800 & SeqNo: 1000 || b I ~ =~~~ """ """
““““ 2 ackNo: 101 _e Receive window is set
- : ACK
Send window is set o TO0

01" """ ; Data

| — —— o] i~ 0
Sender sends 200 bytes Dot 200 9 o :

ACK | HEEEEEEN T

_____ ﬂ@tﬂ L 200 bytes received, window closes.
S :

ﬁ

Bytes acknowledged, window closes.
Size = 600
NS <M (<O o) ! Data

_____

seqNo: 301 -
Sender sends 300 bytes. ®_|Data: 300 bytes rwnd = 400

ACK L 120601 11001 :

___________ _ET L ' 300 bytes received, 100 bytes consumed.

S ____le01 ]l QG_TZ _____ i rwnd = 600
Window closes and opens ACK CCCC.@oT je01 12075
Size = 600 ackNo: 601 I 0
___________ s rwnd: 600 200 bytes consumed, window opens
o—— cum—
. .
Window opens. . .

3. Silly Window Syndrome

Silly Window Syndrome-& 4417104 Hlo]E}E H-% L2]A] A5}, +47el4 dlo]EE 12
LalA] Relshe F-%, o8 22 77]9] gloJE| 2 segmentE FH &l HE5HA HE @4l o] FL
ek HolEl7 H.OBR segment 7 B Aol B efficiency?t 388 Wol A .

o] B Zlzfo)] o]k Aol s~2lzfo] oJ5F Aoz tfi-o] wast & L.

1) &=412Fo]] o5 BFHSH= FH-2

FRIZEE] applicationo] HJo]E]E U7 La]A] A-got= F-2 silly window syndromeo] RS o= Q]

& o8 of, 25 18}o|E 27| tjo]elE YYHTFY 10}0]E dlo]elo] s segmentE 45H1
%317 8.

I

o] Nagle’s Algorithm © 2 AT 4 QI-&. Nagel’s algorithmojJA]= 441 TCPoJA] application O 2
BE] tJo]e] 8 A0 Ul AT segment S 45l 43 O] FOE output buffer A application
o Z2HE Hguke glo]EEZ g buffer7} B AL, SRIRFZHE] qckE BRS AL ofjul M4l 2

oF
7.

=+ O]i= RTT(Roundtrip time. G5 AJ7F)o] Z-2 F-21}, real-time applicationo]] tjof A= & Zs}=]
oFo
5= -

2) IzFo] oo B o= -2

S RIZLO] application©] HJo]E]E 12 La]A] AH]5F= F-2 silly window syndrome©] BFASE £~ Q12
dJZ E9], receive window size”} JKBo]1 $£18FL tJo]E]Z} JKBQIT], applicationo] Z4 1HO]E
o) 718 £HIReFE & ARl HEHEE rund7} G HoLE. o]F £AIAHe ofF 22 HlojEE
3ol segmentS HESHA H.

o= Clark’s Solution 0.2 e 5= 2. o= H[o]E]7} EHsH= Z-9 ackS v}z HEHHIE, buffer
o] FH e FZHHA Ei Fol= Fut Apgp)o] HE w7k rundE 022 HEHe WY,




I Delayed AcknowledgmentZ A = Q2. o] gjo]E[7} TS F-2 ackE HFE JHedl=
&, bufferol] 2o} F1ko] Ad wj7}=] Z]ep kb [E5= 7] ¢

3.5.3. Error Control

1. Error Contorl

groflA] transport layerol tjal]l g e]et ZX] &, TCPo A= error controlo] Tl ofafo] A& 7],
TCP2XE] TCPZ29] reliablest fJo]E] 4=5=4]-2 2] LIS}

1) AYE packeto] discard F= corrupt®E] Q=32] 3Folska, A2 ALY E]z] ¢ packet-Z tracks}il
A&

3) e packeto] FEE (duplicated) ZQ1X] HAFSFLL discard@t.

3) packeto] FH L el mi7FX] (timer AFE) out-of-order?] packetES bufferof] el

o]E 95 TCPOJA]E checksum, ack, time-out= E-§SF.

Z} segment= checksum fieldE ©]2 2] 02 Q] Yook 5}11, o]E &gl 55 segment”F corrupt
HA=RE AR 7 S

glz2flo] TCPoJAl= out-of-order segmentE& 1|2 processof Al FEsF= g4l {I2f2o] orders 775}
of Zgksf,

=09

2. Ack
ool Al th2 A ack(acknowledgment )& HJOJEI7}F £21E-S 2Fa]= segment Y.

=
TCP2] acke ack(cumulative ack)2F sack(selective ack)Z g 5 Y. sackS ackE thAsl= Zl o]
ofjal, TCP headerQ] option© 2 FZ&E]o] out-of-order, duplicated?] TJo]E[E reportsl= HerS
g
3. ACK Generating Rules
TRIZP}) ackE A oFo] &6l YUFE QL rules2 ofefof 25 ojuf SHSIA L ek Hlo]E[7}
ZAercHH ack+= piggybackste] &3k
rulel) segmentE A 0 =2 PRSP
> rFL o2 f£RHRS Ao 2 JItfElE sequence numberE ackE d4-3F.
rule2) =212E7F Z48F Hlo]EJ7F 11, 4IRS segmentZ} in-ordero] 1, o] & o] 4=418kS Hlo]E] o]
a4l ackE o]n] HF HH F-
-> O} sequenceZF IGE[ALE time-out(F2 500ms)E]7] H7FR] ack H&S HF% =, <9 of
Lo segment®F RIS -2 ack AE5 HFoF traffics =Y.
o In-order+= O] ackof Al A&k ack number B A|Z}5}0] segmentE A o= @) 2k 4fglo]
2, Out-of-order= T X] 952 A2l

(2, Client Server ﬁ
N 2 ¥

Rule 1
.......... > Se: 1207=7400
ACK: 400
ACK-delaying
timery o eq. = (-]-ztll'e-l"
Start Ch)g== === == %‘Ck: 1401

500 ms

Time-out(bh) === === > Ack: 5001
S0 - Rule 1
Smniq ------- <= K101 [€=c==="

Rule 1
a0 =000 1 __ e o
<= "% 1401 “
Rule 3
....... >t Ack: 7007 |-==>

Time Time

rule3) +418RE segmentZ| in-ordero] 1, o] ol =R1ERe fo]E]of fjoflA] oFF] ackE HUIR] @
o] Exfol= F-¢




1

j= 1

Ot

-> FA] ackE HEE S, 270 EF B2 in-order segmentE0] EXfoFX] FE=
rule]) ARIERS segmentZF out-of-order( 7]t E number 2Tt &)1 Z-2.

-> Agike segmentE windowo] X511, SA] ackE HEolo] 7415F7] 5 Z]HISFL = sequence
numberE 4.

rules) fFEFE AH segmentE T41ERS -2

> EX] o2 o 2 £XHRS A 0 2 J]IElE sequence number2 ackE ALel =, =EE ]
5 FRIEQITE AS g

un)
2
<Q
S
3
3
s

rule6) 52E segmentE TRIERS

-> oflg segmentE discards}1l, Ao 2 7 &l sequence numberZ ackE 714

Retransmission time-out (RTO) ’ L
\’/‘ . Server ;
RTO ‘& g Receiver
Start @) €q: 501— buffer
Aok [ ... H—
60T-700
S0P () - mmm Ack: 701 =) -~~~ 1
. Rule 3
Start @)= ----- 07-800
lost
o puies
Resent Out of order
_ T0T=800 Rule 5
Time-out/restart (B) = ===)» o Py DE:
Stop o= =5 m
Time Time

4. Fast Retransmisstion
A g7 TOP 8- time-outo] 7] Fof FRIZF7L segmentE retransmitoh= Z& 6]-8-5F=
g, o] Fast Retransmission©o]2f1l gF.

FA A O 2 TCOPoJJAl= Three Duplicated ACKS RuleS A-&$F. o]i= F4IRE7F ruledof] oJsf £4%]
segmento]] &l ackE HFHEA 0 2 H1J=r], $2IXF= 5JLF9] segmento] Tl & 3702 S ASF ackE
HELO B time-outo] B W7 ALl HA segmentS ZA] AHEHER SHe 7))

-

=, rulefo]] 2J5f] mi R 5% segmento] HiofA] ackE YFFET], 3B A4 0= out-of-order?l] segment
7F 25l oflg segmentE retransmitslA] of= A Y.

¢\ Client Sarver
RO timer . Receiver
Start eq: 107-, buffer
——— | —
07T=300
Stop Original @—— Ak = [T ]
0T=400 A
st @ Rule 3

eq: 4072 Lost

Adex ™ =—{ W1
T S—— T
duplicate .

T (]
Ack: x =
Second I:D:I:D:I:I
duplicate 5OT=T00
All in order
Third
duplicate
Fast Seq: 301-400
RESE retransmit chk: X _—
Resent
St
Time Tite

5. Lost Ack
ackQ] R0 AL ack?} HEx]z] &1, o]o mal acke LA Eo]E AHEER] QL. slx]uF
ack7} 2 EE 2ol = ruled]] o5 Y} o2 2L

7




Client Server
F :

RTO
Start GD quqck‘ ; ———
eq: -
chk: X =>

Ack: 701

Seq: 701-800 e lost

Seq 801-900

Stop @
Time Time
¢ Client Server .ﬁ
RTO <% ’
Start ===~ chk- ;
e
60 00
Ack: 701
Lost
Restart ) 01-600 R
ule 6
esent m """
Stop mmma
Time Time

3.5.4. Congestion Control

TCPOJ A= congestion window2} congestion policyE E-§3f] congestion control& 5388} o= open-
loop(policyS 1 5ke] WA])2} closed-loop(- A19] 7)) 2= G

o 7] ol A congestion policy~= slow start, congestion avoidance, congestion detection2] & 37}X] T4
(phase)E 7 H}OE gk olo] miap FRIRPL A&ofl= HoJEE LEl L2 HY 0f5f7h AR L=
thresholdﬁ}X] A3s] Z=7IA]7] o] X,j%fo;]-_ﬂ, thresholdol] = GslH &7 £ X5 A, o] conges-
tiono] ZFX|EH 7 F o] of2} slow startl} congestion avoidanceZ X-ZolF.

1. Congestion Window

Congestion Window= £4IZF7F networko] gF Hlof] [4el 4~ Ql= ] gjo]E]ZFS 2 5F= window
Q). o]uf cwnd(congestion window size)= 1 #F0] congestion policyol] oJsf X0 &2 A% H.

send window size~= receive window size9f] OJfA = Y EX]F, networkZ} F4 7}eoF tjo]E]ZFH O}
£R12}7} O] RS f]o]E] 2 F45)%] QFoloF 5EHEZ network2] congestzon ’IOI' _7370;}07 ZYH. o]
of2l send window size~= OFg|2F Zro] rund®2F cwnd & ¢ & Zro =2 2|3 H.

Sender Window Size = min(rwnd, cwnd)

cund= send windowof] gjel 7Y ol A& 3-9J5FAL.

2. Slow Start

Slow Start= *& cund& 1 MSS(Mazimum Segment Size)Z o}, o] FRIXIZEE] ackE sFLf
2E miotot 1 MSSERS cundE 71471 71 9. =, ofe 83} Zo] cwund?F MSSZE] AJZFe]
o2 FoheHackE A5l Haos F9E WALE )

slow starto]] 9ot cund?] E7F= thresholdZFX]BF 30X 171, o]& additive increase”} Z-8-%.
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5 Sender Receiver 5

1 —— Segment
O] === — ACK
cwnd

RTT \
2 B /
C <---
cwnd \
RTT

‘===

cwnd

RTT

8 //
CEET <--- &

cwnd

Time Time
3. Congestion Avoidance : Additive Increase
Congestion AvoidanceZ+= additive increaseE AF-SEl

Additive Increases= ZZ|] send window2] segmentoi] el ackE ¥FS miofc} | MSSYFE cundE &
ZRAIZIE 718 ¢l. =, 1 RTT(Roundtrip Time. 92 X|ZHOlc] cund?F 1 MSSEHE S7F0l2 2, slow
starto]] Q5] X2 o2 ZI7F5FE cundE 7}4‘_7'5‘,72E ZIFAA congestionS TS = Q2.

i Sender Receiver
e - -

s = —> Segment
cwnd — ACK
RTT e —
i+1
“--- =
cwnd
‘»
RTT e
—
i+2
€=== =
cwnd
e
B
RTT —_——————
—
i+3
CT T T T T je--- &
cwnd
Time Time

4. Congestion Detection : Multiplicative Decrease
Congestion Detection © 2= multiplicative decreaseS AF-ESF.

Multiplicative Decreases= congestion@] BFASH 7 0 2 ZZTH thresholdE FY¥ro 2 9] ¥ cwnd
E ofA] Fole 7]H Q). o]l TCPojA] £RIXF7} congestion®] BHA-S =Z512H retransmission©]
TREoF 5fx7, 1% F-P 2= ofgflef Zro] 27FX[7F EXgE. multiplicative decreaseofi= oFefl2F Zo]
2p7poll ot 52o] FolElo] 22,

1) RTO timer7} time-out®= -2

congestion©] o] ZFopAl F£54. o] F-2 thresholdE H¥Io 2 Fo]il, cund Z:& 1 MSSZ 2] gH
o slow start TFAJEE ClA] =3t = &

2) 8719 & USF ackr} T4I1%E F-2.
congestionQ] BfAJo] oFstA] 2=5 . o] FL thresholdS HHIo 2 F0]11, cund ZFSthreshold=Z 2|7
Sl & congestion avoidance THAREE] CJA] S~af5F 2 gf,
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Connection

ssthresh =1/2 window
establishment

cwnd = 1 MSS
* ,L cwnd
26 SS: Slow Slait
Time-out Slow start 2 d"P-li' e %g ’I{klljt)):b\ﬁﬂdlr\‘l‘\/;fl|cnaclriszsl%ecrease
Congestion I ACKs  ICongestion Time-out
cwnd > ssthresh
Threshold = 16
ssthresh =1/2 window
cwnd = ssthresh
. Congestion 3 duplicate
Congestion e avoidance ACKs Congestion

Connection ssthresh =1/2 window
termination cwnd = ssthresh

3.6. TCP : 7]€}

3.6.1. TCP Timer : Retransmission Timer

TCPolA] AF§BH= timer2= ofefs} 2-2 AEo] 244

Timers

| | | |
[Retransmission | [ Persistence | [ Keepalive | [ TIME-WAIT |

1. Retransmission Timer
Retransmission timer= RTOE Z]t}2]= timer®]. RTO(Retransmission Time-out)= ¢F segmentof

et ackE Z]oel= AJZFR. o]of] oAl ofeflo] 1#&]o] EAgk.

1) TCPZl 541 bufferofA] il 9FQ] segmentE& €t F-2 timerZF AJZFE.

2) timerZ} expire =] H 441 buffere] Wl oF segmentFE] TIA] Z4=5lH timer7} 27|53}

3) ack7} Z 5] RIEQOH RTOZ} 27|51E] 1 segmentE-2 cumulativedF7] 4=41 buffero A 2FA]
x]

4) 41 buffer7} B]l0 W timerE Y|

olm] RTOX= RTT(Roundtrip time. Y A|7F)E AF&sl] Z3E. o]uf] Alito] AL&E]= RTToJ= of
2o} Zro] RTTw, RTTs, RTTp7F SIS

1) Measured RTT(RTTyy) - 5% Ao 2348 RTT. seqment: B3 ack?} & w)713]9] A7)
ojuf oJa] segmento]] 5l cumulativedtA] ack7} AEE ZH-LoE AL segmento] £} ack 541
Aol o] Azto] B4, gt Hof sfife] RTTHro] 2.

2) Smoothed RTT(RTTs) : o] Z3u}t} RTTy, FFS W&ol glonz 7 7}FH 702 Akt RTT.

3) RTT HA(RTTp E= RTT) : B F4]C 2 ARkl RTT HX}.
(Init) RTTs = RTTy (1)
(Update) RTTs = (1 —«) - RTTs +«- RTTy (2)
RTO = RTTs +4 x RTT (3)
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6 Sender Receiver 5
RTTp = RTTg = | SN
RTTp = RTO = 6.00 Seq 1400 Ack.
1.50s
F—

!

SYN + ACK

ACK
Seq: 1400 Ack: 4001

Data

Data
250s Seq: 1501 Ack: 4001
Data: 1501-1600

ACK
RTTp =250 RTT_S =1.625
RTTp=0.78 RTO =4.74 Y

Time H Time

RTTpM=15  RTTg=150
RTTp=0J5 RTO =450

|

|

y

3

2. Retransmissiond} RTO

retransmission©] HA| =2 BPYFHS o RTOC] A {Fojli= ofefjef 21 AFgEo] 12 H.

1) Karn’s Algorithm

Karn’s Algorithm-2 RTO HZFoJ A retransmit® segment@] RTT= T &5Fx] o= 7] ¢l
retransmit= segmento] gt RTTE AH4FSF= ZF-2, RTTE retransmit AJHIF g retransmit®l
segment®] ackZF AIE A|F 02 AjFofoF 3F. SpR[gk A= 2R ackZF A5 HW segment©] ack
O], retransmit® segment] ackQlX] FLEEF 5 g2, o]of] wiaF karn’s algorithmo A= retransmit
H segment= 19 1 851X] oF= Ao 2 2 a]gl

2) Ezponential Backoff

Ezxponential Backoffi= retransmissiono] oF ¥ BRAYSF mjjojr}] 7]Z£9] RTO & = vi2 Eaj= 7Y
¢ o & &1, retransmissiono] 28 YFASIH RTO k2 4HI7F E]o] ackE T 71 AlZF&2F Z]cfa] )]
=]
=],

H 0] TOP FHoNAE ol AHgehekL B

RTTy =2.50 RTTg=1.625 Sta " Data
RTTp=0.78 RTO =4.74 m
Values from previous example Data s

Seq: 1601 Ack: 4001

RTO=2 x 474 =948
Exponential Backoff of RTO

i
No change, Karn's algorithm = Dt
Start
=
2
h ACK
ket =
RTTp =1.105 RTO = 6.34 Stop  § v
New values based on new RTTy Time Time

3.6.2. TCP Timer : Others

1. Persistence Timer

Persistence Timers= 412 Al rund”F 002 HGE Z-Lof tjot 2 2l& 9JoF timerd.

rund?}F 00]2l= segmentg BFOH ERIZl= rundZF 00] ofY 2l= segmentE HEHRS mj7kx] rjo]E]
& &SR] 29k ofXTF rwndZF 00] oftel= JHE ZYol= ackZF Y k5 LY EE F-2, ack
= AHEER] gpoeBnZ FE TCP7F 4220 HES 7]tfe]li= Deadlocko] AE. o] ojel FLIxl+=
rund’F 00]2F= segmentE HFO T persistence timerS AJZFSl1, ackES ¥l7] Zof o] timerZF expire
X probe2l= segmentE Z4gl

Probe= 1HFO]E 7 7]9] A 22 fJo]E] & ZgFolE= E4= segmentd]. probve= E7% sequence number
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£ JIX| X3 sequence number HRFA] A=, o]of th5l] ackkE

2. Keepalive Timer
Keepalive Timers= = TCP AFo]ofJA]2] idle connection<

gjo]E] F&o] o] XA gh= = TCP tjal], connectiono] <
2} g2 E O] serverof Al = keepalwe timerS AF&5Lo] o] timer7} expire®

o] timer+ clientZ2 2 E] segmentE EHS mfjolct x7]5HE.
of timer= THA = 2A]7F F T efal o

3. TIME-WAIT Timer
TIME-WAIT Timer— connection

S57] ghe.

vkz]5l7] 5k timerdl.
ZALE A(idle)= GH] Q). o]of mf

-2 connectionS == e

F8 Alo] HHe HelE $Io) A timerd]
TIME-WAIT Timer< 2 MSL(Mazimum Segment Lifetime) 2, A2 60z 21

]--

]:]0[1

3.6.3. Options

o}
I
1757-

FollA] “galet A8 TCP header+= £t 408F0|E Z7]9] options 7HE

U, 2

FRE ofe)s}

End of option list

Single-byte

No operation

Options

Maximum segment size |

Window scale factor |

Multiple-byte Timestamp

SACK-permitted

SACK

olof] End-of-Option OptionE headero 4] OFX]a}F option o] 7}ZF nfx]aF

H
T

29 padding© = A}-§E]o]

BER]E} option S LE U=

18}o] E 77]9] option]. ©] option FHojl= payload data”} $JR]EF. FEoF

No-Operation Option-2 option AFoJojjA] vl E7FS AL AL} JHFO]EZ aligns}r] 96 AFEEE 1

HIO]E F7]9] optiond.

1. MSS

MSSE MSS zFS X sl= option®. MSS(Maximum Segment Size)E= receiverZ| EEHS
datao] 2l Z7]Q. o] segment U] C] Z7]7F of e}, data F 4] Z7]9].

MSSE connection A Alof] I GE]11, ] E]Z] AQITFH 536HO] EZL default=2 2] H.
2. Window Scale Factor

Window Scale Factor= T 2 window sizeE |7 dF= O] AFES= option]. 7] 2] 02 TCP header
AL rundE 168]E2 X[FSFE 2, |8 4 Q= JO] sizel= 65535 HFO]E 9], window scale factor
& X|golH ofaof Zro] Al{tE]o] o & wmdow sizes g T+ A5

o]
AR

rr

A
T

Window Size = Window Size Defined in Header x 2Vindow Scale Factor

3. Timestamp
Timestamp+= RTT =% & sequence number
108F0] E 771 9] formatS 7F4.

orto

aloF qcetive open AJ9f synof timestamp& AFESFL, SHO
timestamp A-&o] &]8FEl Ho]1l, timestamp7} —J—XHo]-Z]
ALl 2~ 9le,

F82 WAJsHs dlof] AHE= optiond). oo} 2ol

option

E F= syn+acko] timestampZF EX[o1H

H
-
O AZE AoZ r o] timestampE
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Kind: 8 Length: 10
00001000 00001010

Timestamp value

Timestamp echo reply

ofefe} Zro] timestampE &-&oll RTTE AFE 4 Q5. of7]oA] pixalo 2 HEE ack’ number
£ 225l lastack 52, echoE]X] 92 timestamp S RSl tsrecentH=7F AF&E. o 7] o 4]
echo= timestamp 415 timestamp echo reply fieldol] ¢ &8ol= AS ool ~RIx}7} lastackoﬂ 0;]7”:7'
5l= segmentE TAIEF O H Tt segment Q] timestamp F1< tsrecentoi] 177X7'0]-__1_/, o]Z qckE Heer
jf tsrecent_J 5}’— echogl. =, OlX]a} qck o]% 2|20 2 ~RIHEL segmento] T3l timestamp FF<
echodl] H=zg}. /HX]-,': FRIHES gcko] timestamp echo reply 12} HAY clockS v]wslo] RTTE
Alkkel. ojm] HE AR &RIREE] clocks 7] F 0 2 Y B2 FLIRFeE £2I2F 78] clock & 7] 9F7F
a5tz g5

Sender 5 5 Receiver

12000:12099  ACK: % lastack
Time: 4720 @ Timestamp: 4720 1 tsrecent
Timestamp echa reply: [~
lastack
12100:12199  ACK: % i racent
Time: 4725 @ | [ Timestamp: 4725

[ Timestamp echa reply: -

lastack
SN: ACK: 12200 Iq;% |tsrecent

Timestamp:
Time: 4732 @) o

—__‘-'Ulmestamp echo reply: 4724[ \ % lastack

______________________ tsrecent

| RTT:47Y32747'20:12 |

4. SACK, Sack-permitted
SACKE sack(selective acknowledgment)—§ Heel = Q& 5l= optiond]. =, o] H EF segment”]
lost, out-of-order, == duplicated2]= FHE ZgFel

SACK optionS A H 24 SACK /V'E—Oﬂ =k 0777]'— F 1 HFofoF oF. Sack-pemm':‘,tedL SACK
ARgol Hist 57F5 LHE= 28F0| E Z o] 9] optionQ]. o]+ Ef/"/"ﬁ7 HE Aol AHESEA] a1, con-
nection A4 Al ZF end”} ZFZ}F £ 4151H= segmento] 0] optionZ AFgoFo] A2 SACK K}—Q-O]] ofj st
5712 e, k12 SACK option-S TJo]E] H4 AJojjul AF-&aF o~ 918,

SACKOJJ A= out-of-order segment=52] —.—X}X407 of Aol Blocko] H9E =]zFaF. o] &
LRIE T segmentE©] out-of-order2 FRIRFOJA] AL, Y= lostE 7‘72

o] o
A

HI
U
>
>,
=

al
S
N|\Y
ok
I o

FAF o2 SACKE ofefjel Zro] zkz} JHlo]E 77]9] fieldZ block2] AJZF numbere} & numberE
2] ZFaF. optionS F|of 40HFo]Eo]B 2 SACKYF AR-3F= F-2 £ 7] blocke] HJHE 23k 4~ ¢S

o afftgh e o] o] Qli= A|AH A= A WA= 5,7'/870f~,'_‘ blockoz’] duplicated segmentS Z]Wo]J] =
5]
SF.

\ Kind: 4 [ Lengh:2

SACK-permitted option

[ Kind: 5 | Length
Left edge of 1st Block
Right edge of 1st Block

Left edge of nth Block
Right edge of nth Block

SACK option

A& 50l ot#foF Zo] SACKS 7¥e + =
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— This means that bytes 2001 to 4000 and bytes 6001 to 8000 are lost or discarded

v" The sender can resend only these bytes

Consecutive segments | | Out-of-order segments

| |
| |
| 0001:1000 | 1001:2000 |eee [ 4001:5000 | 5001:6000 | «ee [ 8001:9000 |
|
1

Accu&%]}lém\/ei

2007 {
ACK I

| |
Block 1 | = "BTlock 2

%
3 ool

4. Application Layer

4.1. A=

4.1.1. 4=

1. Application Layer Protocols
application layer protocol& 2= ofgfie} -2 50| Y=

1) Standard Protocols : internet authorityof] 9Jsf HEFESIE protocols. & &9, HTTP, DNS,
FTP(file transfer), SSH(remote access), SIP(VoIP), SMTP/POP3(email) 5] =

2) Nonstandard Protocols : private company©f 4] BF&o] E-&5}F= protocolE. Zoom, Telegram, Open-

VPN, Tor 5& ZJx} & 9]5F protocolS &-ggF.

Z}F protocol L 1 Z-Aof] miaf A &St transport layer protocolS E-§8F.

2. Socket Interface

Socket Interface= 1980t UC BerkeleyolA] UNIX 217 o] H 2 78}l process{F 541 Sof] AR
= interface®]. oo} ZFo] 0s2} application AFo]ojlA] F=ZF5FH, gt interfaceo] Ho|E HHES

ALg51] 050 O] AEEL TCP/IP AJH|AES o] 8 5 <.

Client site Server site .ﬁ
Application layer I Application layer

Socket interface

Transport layer

Socket interface

Data-link layer
Physical layer

Operating System Operating System
| o = =] A= | [e] =] SE A& o]
Z} end ] processi= socketS -Fol1, o socketo] Ho] o] A= ZAS Fofl eI T Us

Application

Application
layer

layer

inerfacel= I entity AFo]o] AT AE-L S15) AAY BAES] YHOL, % entity: S FHSWE e
shel AT Argol s

4.1.2. Web
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1. Web

Web = World Wide Web% A Ao BAFE]o] Q= repository2, web pagedfil sf= A5 HF
(link) P53 Qe BAES 493
web pages= hypertext = hypermedia®]. Hypertext BAl= 1 YR} c}F2 EAJ29] link=2 Zo]=

5 gl £ Aol Hypermedia'= THE HAE, o[7]X, 9, HE© 59| JiE et £4 =)
linkE X gFol= FA1Q. =, web page= CTFHE web page2 Q] linkE 718 4 9=

2. Web Client/Server
web client(browser )= ofgof Zro] 87}x] B2 o &2 145

1) Controller : AFGAFZRE]S] QJE client program 55 &-golo] E% EAZ FHLoF
et 55], interpreterE AFE-oFo] {£A1E 2FH O displayg)

2) Client Protocol : HTTP, FTP 529] application layer protocol.
3) Interpreter : HTML, java, javascript & =412 7] m-E interpreter.
web server+= cliento A A g ek Hlo]E]lE ZFopAL, A& AH]AL FHAE 2SS

3. URL
URL(Uniform Resource Locator)= ZF web page F+= web resourceE -2 h= fof] AFEEE= A]Hz}
FE F49). o] ofg} 2o] 4714 PEOZ T,

1) Protocol : HTTP, FTP &

2) Host : ip address = domam name.

3) Port : client/server application©] predefine$t port number. (HT TP+ 80)
4) Path : 5} = Al LHo A 0] H .

rr
2
o2,
o

k.

UOh

4.2. HTTP
4.2.1. HTTP

1. HTTP

HTTP(Hypertext Transfer Protocol)= webojJA] client2} serverZ| request2} responses &-of HJOEl &
ZFy1 gk= gidof] o sk protocol Q). =, web-S FE )= protocol © 2 o]sier 5~ 912, HTTP= TCP9]
services 2§39t

HTTPE 7] E2Z o2 HTTP client’} requestE HEU1l, HTTP server—= "19] tg} responseE H U=
Alog g2kl ojul HTTP client= YAZ Q] port numberE AF-g-ol=gjo] HFsf, HTTP server— 80
= port numberz A-&%F.

2. HTTPS

HTTPS(HTTP Secure)-= HTTP2}, application layer2} transport layer 2] AFo]oj A -E2F5l= security
protocolQ] TLS(Transport Layer Security)2] Aelo 2 7%, HTTPE securityE 1 &o}Fx] &2
=2 HFEo] ¥, o]Z security Y o] SIF6F webQ] 2 7F AR o] ufgf securityE &t HTTPS
7h F2 gHgEI QS

HTTPQ,’- H W3l u] HTTPSE= ofgoF Z+8 security serviceE 712 A-&¢l o] security service
= security BF oA AL 7] W XJE]o]—t 02, error controlil= Xlo]7} Q2.

1) Authentication : JGeF AF§XFOIX] BFlol= A

2) Data integrity : Ho]EI7} 541 Fo Z2E =] Selate 4.
3) Confidentiality : TJo]E]E encryptdl= 4.

3. Nonpersistent Connection vs. Persistent Connection

HTTPoJ A 2] connections2 nonpersistent2} persistent®2 2%, HTTP/1.09]4]& nonpersistent con-
nections, HTTP/2.02F HTTPSOJA]E&= persistent connectionS AF§-3F= Z 0] defaultd].
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1) Nonpersistent Connection
Nonpersistent Connection=2 Of request2l responsedFCl connections A-Gol= B Q). =, no]9] re-
quest/response 4Fo] QITIH connectionS nl Fa]1l Bl

Client {4

First handshake faige (BIE

e §--
Second handshake -
1

Third handshake + request

% [ Response

File L First handshake

Second handshake :

h Third handshake H
i‘_\_‘\—‘—\_‘>: —
'

First handshake i

Second handshake

: Third handshake + request '

D r Response

Image | First handshake

Second handshake

! Third handshake H
’ .
Time Time

2) Persistent Connection
Persistent Connection-2 request2} response ©] 2o connections 5X|5F= BFA] 9. A|ZFAF resource
7} HepEILY

Client Image File

First handshake

B -

E Second handshake
s Third handshake + request !

2 [ e ]

I Response

First handshake

H Second handshake

: Third handshake :

H

. b=

; Y
Time fme

a2, Y8 SSL(Secure Socket Layer)o| AFRE|I=0], 0|5 7|H¥to 2 TLS7} 5S4

4.2.2. HTTP Message

HTTPOJ A2 packetL MessageZl1l &F. request message2} response message= Z}ZJ ofgj2f 22 for-
mat= 7FE. request message= request line 02 A|ZFSFI1, response messages= status line O 2 X ZF5}
= AS ALJo1H, Foll e+ format:e Y EE 1 &2 th=.). ojnf ZF FEL crlf(EHHE)

ol <o 2%
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Legend (sp: Space cr: Carriage Return If: Line Feed)

Request K Status
fioe |Ver510n [sp] piir Phrase n . line
=—moton | [mbee
Header Header
A coe cee i
lines lines
e g s e e s
Blank Blank
line line
Body Variable r{umber of lines Variable r{umber of lines Body
(Present only in some messages) (Present only in some messages)
Request message Response message

browser+= ©o]& HTTP messageE 23] A4 & =]2]gk

ok

1. Request Message
request line=> method, URL, version(HTTP version)% field2 F4E 17, Zkzke ol Bxpe ZH %=

Z 85l methodE2 ofafjo} 22

1) GET : clzent7]- serverZ2-2E] resourceE 2O &= (X35]) F-¢. 71EF Ho] ALEEE method .
2) POST : clientZ} serverof7] gloJE[& Hifgl= -2

8) PUT : resourceE YEO|ESFALL, A2 resourceE - (client”} TE]Y 2] )ol= -2
4) DELETE : resource& A|7]ol= 7.

Method Action
GET Requests a document from the server
HEAD Requests information about a document but not the document itself
PUT Sends a document from the client to the server
POST Sends some information from the client to the server
TRACE Echoes the incoming request
DELETE Removes the web page
CONNECT Reserved
OPTIONS Inquires about available options
headerofl= 07]] ]3] header lineS 2 = Q2. headerQ] ZF-= ofg|o] Zr1l, 2 browser2] AF

B FJHEZ EGISE Z}F header line2 header name, colon, 3-8 —,E’—Z]-, header valuei PG5, header =
Host2¥E domain gH, Connection © 2= persistent/nonpersistent |7, Accept-languageof=
ofo] 27 E2 GF

Header Description
User-agent Identifies the client program
Accept Shows the media format the client can accept
Accept-charset Shows the character set the client can handle
Accept-encoding Shows the encoding scheme the client can handle
Accept-language Shows the language the client can accept
Authorization Shows what permissions the client has
Host Shows the host and port number of the client
Date Shows the current date
Upgrade Specifies the preferred communication protocol
Cookie Returns the cookie to the server (explained later in this section)
If-Modified-Since Specifies if the file has been modified since a specific date

2. Response Message
status line<2 version(http version), status code, phrasez 4 %11, Z}kzhe g Bxpz ZEE.

status codel= 37) 0] S22 A EH, requesto]] tjst %] a] AEfE LIEFY.
1) 1009t : request 2] AEf& 2Fd.
2) 20099t] : request7} YJAFE 02 ng]g
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3) 300E1tf : request’} CF2 URLZE redirects.

4) 40081t : client siteofA] errorZ|F BFAT IS

5) 5008l : server siteolA] errorZF H"/‘H/}{E,

phrases= status codeo]] et 7ot | AE HEHQ],

%%,il_ %}éll—gi OI'EH-‘QIL 22 headersS ZF/HOI'—/F /%ZT:,‘ header = Server=2+— 0]777:7' message eE H/S?i]—
server JHE, Content-type 2 Z= body G HJoJE]7} 7IX] &= typeS ]G ¢El

Header Description
Date Shows the current date
Upgrade Specifies the preferred communication protocol
Server Gives information about the server
Set-Cookie The server asks the client to save a cookie

Content-Encoding Specifies the encoding scheme

Content-Language Specifies the language

Content-Length Shows the length of the document

Content-Type Specifies the media type

Location To ask the client to send the request to another site
Accept-Ranges The server will accept the requested byte-ranges
Last-modified Gives the date and time of the last change

4.2.3. Efficiency in HTTP

request/responseE F = F L1041 9] efficiencyE el cookie} proxy server 55 &858 5= §l

1. Cookie
Cookie= serverl cliento A] Z{Z5l = cliento] ol FH Q. cookieZ-= client?] domain name, <

server% responsed]| cookie FHE HEGFSl A = Qil, browser+= ©]& cookie directoryo] *]7%}df
72 cookieZ} EASF=X] Blolstl, EXsFH o] &2 &)
o]o]] ’I]'Ef servere °f clzent7]- o]Fof] LY clientaF= AL 2 == 9]

EE cookielr UYE9] 94g 7|7E 71,

o
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Client Server

/; % Request A customer file is
- GET BestToys.com HTTP/I.1 created with ID: 12347
‘. e ]
! :
! '
: Response '
A vendor file is created . HTTP/1.1 200 OK E
with cookie: 12343 1 Set-Cookie: 12343 :
' i RSO é Update
Page representing the toys :
Request E

GET image HTTP/1.1

'
Cookie | -
GF Cookie: 12343

J___

F e =
' i
' Response H
] HTTP/I.I 200 OK i
i .o i
i Update
: Page representing the price :
; H
i H
- Request :
; H
' GET image HTTP/I1.1 H
Cookie & [Cookie: 12343 :
¢ Information about the payment :
3 Response E
; HTTP/11_200 OK :
i .e '
i ' Update
: 0—
H Order confirmation ‘-,
Time Time

2. Proxy Server
Prozy Serveri= F L request=-9]] gl responseE cachingdlil A= serverd].

HTTP clientZ} prozy serverol 7] requestE HE U H, proxy server— F£19] cacheE &FQIs}o] f-$ &=
response’F EASFH FESF response’} EXSFR] O original serverof {4l o] cachingS
E5 traffic} latencyE =Y.

GHASIA = proxzy server+ client siteo]] E2]3 02 9]¢}

Client Client Client

Web Web
\&» \\ > 00 \E S server server

e‘ Internet

server Local Network

!

Web Web
server server

4.3. DNS

4.3.1. DNS

1. DNS

DNS(Domain Name System)+= domain nameZ} ip addressE mappingol+= system E+= protocold.
TCP/IPS A= Z} hostE ip address FE}XTF, AFEF YRFoA= o]g] zlo] Hete 2=
AL WA RT A5517] 42 o] ulaF DNSOJAL ip addressof tj-8-E= o]-29] Domain NameS
g-goto] hostE 7FET = YE5F g AF =°f, 72 S5 0| A] 9] doamin name2 www.google.com Y.
DNSoJJ A= ofel 1ga} Zro] B2} AF&RF7F domain nameS A§SFH application layerof 5] DNS
clientE& -Fof] DNS severZ queryE HU, o]E SHERE ip addressZ domain names Cfx]s}o]
519] layer2 packet2 L g}

ZF host= ip addressE EgrEFS u] DNS serverQ] addresst &H7A HEdle,
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User

6 Host

name
Host

name
transfer i
= client Tﬁ clitzmi | W @_@ server

| address

TIP address

Network layer

oldf] ip address@} domain name AFO] 2 mappingS 5FL9] central serverofA] M= X270l = 1
Z717}F Y7 ZBE, o] FLF 6} host7} 2 ERl serverd]] F2o1o] mapping FJHE Fx=F oF

2. Domain Namespace

Namespacex ip addressof] mapping®]o] Z} ZFz]of &gt 7l5oF o]EE59] FeFel. Domain Namespace
= AlZF o2 ZAE o EZ] FE|O] namespace®]. domain namespace?] ZF - T= F o 637]9] EX}
2 FAH stringS LabelZ 71, o]uf] root= ¥l string(null)S labelZ Z}F].

domain namespacef] subtreeS Domain E= Subdomaino]2fil gF. oo} Zro] DNSoJ= o] z}
domainoj] Ts§A] mapping FHE 7}X] 1 Q,Z’,: DNS Server7} Zxgt. B2 ZF domain B2 of 2] 7]9]
B2} serverS 1A= 7o) YR, root server A A E AN

Root DNS servers

| | | Top-level domain (TLD) servers

com DNS servers org DNS servers edu DNS servers

‘ Wuthoritative DNS servers

yahoo.com amazon.com pbs.org poly.edu umass.edu
DNS servers DNS servers DNS servers DNS servers DN servers

domain 0 2= ofgf9} Zre AEo] ZAgt o= 9l

1) Generic Domain : generic behavioro] ufgl EX5l= domain. com(commercial), edu(education),
org(nonproif orgainzation) 5°] S + U=

2) Country Domain : Y&} H2 ZEAJ5H= domain. fr, us, ko 5] & 4 U=

domain namespacelA] domain nameL £% - Eof ’:HOH/('] 2o £ 9y, o]t gg L EHE] A&}
ol root7IZ] 9] labelE& HoF .0 &2 7_’——,53 —,:X]-?é’ ¢l. =, domain nameoA] FZ 112 labeld =
A4 domainy]. domain namespaces= F|tf 1287](0 ~ 128)9] level-S 7} 5 9137, o]of uf2}F domain
name2 Z[of 1287]9] label 2 A= 4= QS

root HFZ oFgfl o] domaing TLD(Top Level Domain)o]2}1l &F.

Root /
edu

Domain
name

topUniversity.edu.

\ Domain name

| bDept.topUniversity.edu. I

Domain

<« Domain topUniversity
aComputer

Domain

) Domain
Domain

I Domain name
aComputer.bDept.topUniversity.edu. I

Domain name

3. Local DNS Server
Local DNS Server= ISP7F Ze]sFH localo]] £X51= DNS serverd]. client= local DNS serverS =5f
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4.3.2. DNS Resolution

DNS serviceE o]-&¢F
ip address g A]oJ= ip address, 7] AJo]EQJo], local DNS server?] ip address7} 2= =] FECl1

o1 3
.

1. DNS Resolution
DNS Reoslution2 query=2 HYEFS DNS nameS ip addressZ BHelsl= 714 ¢l o] recurisve =

iterativesFA] $=J&F 4= 912
1) Recursive Resolution

Recursive Resolution& client”7} queryE local server®2 431, local server= ©]-& root serverz
A&l o] F serverE A2 2]l ip addressE Fh= WA

o2,

Root
server Source: some.anet.com
Destination: engineering.mecgraw-hill.com

Anet ISP .E McGraw-Hill Network

Local Top-level Local
Source server domain server server Destination

dns.anet.com .com Server  dns.mcgraw-hill.com

Iy
o
~

2) Iterative Resolution
Iterative Resolution-2 clientZ} queryE local servers2 Z<£35}H, local server?F ZF server2} ZF

5} ip addressS ZH= HFA] Q.

Root
server Source: some.anet.com
Destination: engineering.mcgraw-hill.com
Anet ISP .ﬂ McGraw-Hill Network
Local Top-level Local
Resolver server domain server server Destination
\ 5
& <—© 0O——
dns.anet.com .com Server  dns.mcgraw-hill .com

12 )¢

2. Caching
E2Z o] resolution I} o] ofjd] Qojif= AL ofif1l, DNS serverd] A= mapping FHE caching

3l o] ¢ 5% DNS FHZF cachingo] Eo] ot 1 714 &. o]of ujef tfFE9] traffic:S local
serverof] A] BFAUSF.
cliento A &= 0s = browser levelolA] caching®] 7€ o= resolvectl(linuz)LF ipconfig(window)
52 AHgsfe] FIE 4 .
3. Resource Record

Z} DNS server@] DB2] ZF record(d )= £7% domain nameoj] tjdl] ofgfol Z-2 5759 JHE 7IX]&=
tuple +32& 714

1) Domain Name

2) Value : domain nameo] ojjoF ZH.

3) TTL(Time To Live) : 3|5t JEI7} 28 3F 7| 7S
4) Class : network type.

5) Type : valueZ} o] BA] interpreteE] o]oF sl=X]& X 4.

ojuff type© == ofgfloF T2 A5o] i1, F2 A(IPv4)eF AAAA(IPv6)E AHE-9F.

ool vEY A

B

E1 A
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Type Interpretation of value
A A 32-bit IPv4 address
NS Identifies the authoritative servers for a zone
CNAME | Defines an alias for the official name of a host
SOA Marks the beginning of a zone
MX Redirects mail to a mail server
AAAA An IPv6 address

4. DNS Message
DNS Message9] format-2 ofgjof -

1) Identificaiton : query2} replyE matchingsl?] LJeF transaction id.
2) Flag : 5 message”} queryQlX], replyQlz] & o]gl.

3) Question Section : query FH-E HLeFok

4) Answer Section : sFL} E+= 1 o]4F9] resource recordE& g

5) Authoritatve Section : domain nameo] tfgF F712] Q1 FH For.
0 16 31
Identification Flags
Nifiberof tiomiacord Number of answer records
Header umber of question records (Al 0s in query message)
Number of authoritative records Number of additional records

(All Os in query message) (All Os in query message)
= Question section -y
- Answer section (Resource Records) —
- Authoritative section —
== Additional section ———

nl
o]oj] ma} FTHH= query(request)SF reply(response) 2] AL ofzo} 2.

~ Domain Wame System (respunse)
Transaction ID: 0x777:
- Flags: 0x8180 standard _query response, No error

ecursion available: Server can do recursive queries
: reserved (0)

nswer authenticated: Answer/authority portion was not authenticated by the server
on-authenticated data: Unacceptable

0 = Reply code: No error (8)

~ Domain Name System (query)
Transaction ID: Ox7775
~ Flags: 0x0100 Standard query

Questions: 1

e.. = Response: Message is a query 3 LR
nswer RRS:
000 Opcode: Standard query (0) Suthority mis: @
Truncated: Message is not truncated Additional RRs: ©
Recursion desired: Do query recursively ~ Queries
...... Z: reserved (8) ™ SRRSO EYPRIA, SlasiiN
v Non-authenticated data: Unacceptable [Name Length: 13]
Questions: 1 [Label Count: 3]
Answer: RS> 6 I b (host Address) (1)
Authority RRs: 0 ARSI,
Additional RRs: 0 < WGV GOME EYDECNANE, TS T /GHNE VM. AV s CoM THE03 o
-~ Queries Name: www.naver .com
$ . Type: CNAME (Canonical NAME for an alias) (5)
www.naver.com: type A, class IN Lo Bl il

Time to live: 5 (5 seconds)

Name: www.naver.com
Data length: 22

Name Length: 13
[Nane Lengeh: 13 i S -
2 - ww.naver .con.nheos.con: type A, class IN, addr 223.130.200.236
Type: A (Host Address) (1) Name: www.naver .com. nheos, com
Class: IN (0x0001) Type: A (Host Address) (1)
t Class: IN (0x0001)
{Response In: 8] Time to live: 5 (5 seconds)
Data length: 4

Rddress: 223.130.260..236
- wwaw.naver .con.nheos.con: type A, class IN, addr 223.130.192.248
Query Wamo: waar.naver-.com, A0S, com
Type: A (Host Address) (1)
Class: IN (0x0001)
Fine'to Tive 3 (3 seconde)
Data lengtl
Rirese 223 150.192.248

Reply

5. Wireless Network

AR AFRE = FEE 9] networkE wireless network FeEfo] B2 o]o tfdf LolR At

5.1. Wireless Network

5.1.1. Wireless Network

1. Wireless Network
Wireless Networks= FJo]& §lo] AXl7|afE &-g3f fgo]E]lE FHFE network®]. =, ethernet T4l
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wifi, bluetooth, LTE/5G &5 ©]-§3l= network$.

wireless networkofAl= ofgfo} Zre FQ 117 AFgfo] |G},
1) Wireless : F2p7| 12 g4I S]] Zol& 0] EXolH &

2) Mobility : A& & OFE0] A3k ol Al Sjzo] PAT + Y.
2. Wireless Network /X

wireless network+= ol ZHL2 74 Q45 71,

1) Wireless Host : wireless networko A1 2] host. O] stationary®F =2 131, mobiled =& <.
2) Base Station : infmstructureﬁ} 24 (etherent) 02 HZAE o] QI17, 3 areal] wireless host2}
packetS F = ZF2]. 7|22 = AP} A9l

3) Wireless Link : wireless host2} base station AFo]Q] link. o] ofgfje} Zro] Al-EEE= protocold
9o]5)] T}FSt rate, distance, frequencyS 71 5 Q2.

14 Gbps 802.11ax
10 Gbps 5G
3.5 Gbps 802.11ac
802.11 af,ah
600 Mbps 802.11n '
4G LTE

54 Mbps 802.11g
11 Mbps 802.11b
2 Mbps Bluetooth

Indoor Outdoor Midrange Long range

outdoor outdoor
10-30m 50-200m 200m-4Km 4Km-15Km

o] 2] 24 Q@ o] ule} wireless networkl] AR5 LFEFYH ofgf|oF ZHS. ZF wireless host= base station
I wireless linkZ2 ZdE o] Ql&. o]uff base stationS infrastructure2} X2 74 (etherent) 02
ZAx]o] glo a2 wireless networkofJAl= wirelss host2F base station Alo]oj] Exsl= E4lo] Tfj5]A]
3E.

wired network
infrastructure

3. Wireless Network 25

wireless networks= ofg]|e} Zro] = 7z 2 HEer 4~ Q2. gjHEHEo] ERIC infrastructure mode2l 1]
SF

S

1) Infrasturcture Mode
Infrasturcture Mode+ mfmstructureﬂ-

7} o] &&to waf tfE base stationd} HE
2) Ad hoc Mode

FPN

Ho;fé HF&] o 2 host7} base stationI} HZHE. EGF ZF host
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Ad hoc Mode = No Infrasturcture Mode= infrastructure’} £AJJ5Fx] oF= HFAI O 2 host7]2]
ECCE

gt 2} modes= single hop(Z] 3 AE. wifi, cellular, bluetooth 5)oJLE, multiple hop(o1 & hop= A3
A4, mesh net 5)oJLEo] E}a} o H2g 2 olo

AR

5.1.2. Wireless Network?] E7]

wireless network?} 7}X]= EXJ 0 2L olgfo} Zre AEo] 9lL.

1. Fading

Fading F= Attenuation(H2])< signalo] HAGEHA HF ZFopze diS el wireless system
Nl [xploz YHE Fugtong 7zl 75 x{]—'—o]] v]asl] signal®] A]7]7} ZEoj&. ofae}

Zro] st wireless S SAAL frequency7} F£8] 231, 7] 2]7} FE38] 7}7F2IoF 8-

Free space path loss ~ (fd)?

f: frequency
d: distance

higher frequency or ' larger free space
longer distance path loss

2. Multipath Propagation
Multipath Propagation2 & el o] 2] signalE°] ZolE 5of £l H oF7Fo] X 7F X-& 7FX] 1 A
SEL S kel o] F = st FHof o4 bit flip S0 BHISIA error rater} Z7F8F = QL.

0

)
)

reflected path

[4

S

N\
é H(nLeO(S))f ;;gtll]t om’ g’__— reflected path

3. Noise
Noise= o] E 5] z] 9F2 7Hq oL} ZFeol.

SNR(Signal-to-Noise Ratio)2 signalQ] A|7]2} si5 signalof] ZeFHE noisel] A7]9] H] & Q. =, off
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o] AIRFE. signal 41 XA AIRFeF SNRO| =55 noiseZ}F X1l signalo] F2olA] HY ==

» to

AN

gN R - verage signal power

average noise power

BER(Bit Error Rate)& A4% A bito]] et error} BHAYGH bito] 7h4¢].

BER — error bits

entire bits

noise’} S5 error7} A5 YAYSFE R, FASHA L SNRIF BERE tradoff ZHA . ofef o] ez

o 5 A5 oln QAM256, QAMI16, BPSK+= 212} 5}Lpe] symbolz= SHIE, JHIE, I
Hol] ke HIEE JHEgE ZF signalS F8Fs] 7 E2sl= Zlo] o] 8212 2 noise
7F A2 2 oA ARl O BRS JEe AFEojAl SERE Z 90 $f(noises 0] 7L signalE
7]k g.).

=, noiseo] EAE ] H A3t bit rateE 71X 7]HES e} 3F.
10 )
L N
! \
102 \ \
\
10° ¥
\ \
& 104 |
4 \ )
105 ‘1
\ '
10% !
\ 1
00 1 H
10 20 30 40
SNR(dB)
....... QAM256 (8 Mbps)
- — - QAML16 (4 Mbps)
—— BPSK (1 Mbps)
5.1.3. CDMA
wireless networko A= CDMAE &-§35] multiple accessE e e 7 5.

1. CDMA

CDMA (Code-Division Multiple Access)+= ZF station©] chipo]2f= code(H|EY)E Al-g3dfo] SFLFS]
channel2 TA]o]] F46t= 7[99,

2. Chip

Chip T Chipping Sequencei= 2} station] EGEE A2 THE codel]. o] chipE-& oFefo] 271E

ol = sF
P B =

1) station®] 7§57} NoJ 9, chip<] Zo]x= N¢J.

9) chip® SAVR(HE]) 02 AGH( 2D F e § dito] ), FAAE A (inner
product)o] ZFsgl. 07| A &L dot product®].

3) chip=-2 A2 orthogonal(Z] 1 )g}.

CDMAO9JA] chipQ] sequencei= station®] 7§4uFFo] /LS 7IX[= Walsh tableS A4sle] H-2.

=

AAISE walsh tableQ] ZF & = Ho] ZF station9] chip 02 A-EE. walsh table2 of 2o} Zro] AJAjer
A 0] O
T OART -
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+1 +1 +1 +1

i . +1 -1 +1 -1
W,y = =
W, Wn 2 4
W :[+1] Woy = N N +1 -1 +1  +1 -1 -1

Wy Wy

a. Two basic rules b. Generation of W, and W,

3. &3 #%
Z} stationo A= 1.8 AEoItH +18 o2 511, 0
ot 05 gte 2 ofo] gt

Z} station2 AFR19] chipil H4eF gFS &l 4] (encoding) channelo]] H4¢F. channelol= ZF station
ofjA] ZEeF chipx go] B eFA = A H.

Z} stationof| Al £ stationof A A&k gI5 252 H, channelol] EA5l= HA] gho] eFaf SLIxF9]
chipol] tofA] Yl && AIRFSEAL station®] 7|2 L= E(decoding).

A& Eof, 47]9] stationo] EA|5IT Z} chipS C1 ~ Cu, AEoHE FHS di ~ da2}al S}=L 2}
station©] &k chipx 71| 3to] diCy +dyCo+d3C3 +dyCy 0] 1, ERIRFE] chip gho] Cy oW, Y& Q]
AAL dy < C,Cy > o]m walsh tableo= 1 EL -19F ZAfsLHE dy < C1,C) >= 4d, 9. =,
station9] 7|2 Uie di & B1ele = 5.

Mo
rr

Aol -18 gho 2 s, HEolA] o

BitO Bit O
1 |
( C2
Station 1 Station 2 1-1+41-1
[+ +1 +1 +1] \% \%,H *1-1
g d -« dy . ¢y -
1 [-1 -1 1 -1] [-1+1 -1 +1]
Data il =] 23 4] ‘ T
channel
I [0 0o o0 0] [+1 -1 1 +1]
& % dy - ¢y dy-cy % G
3 Y _ ) [+1 =11 +1]
[+1 +1 -1 -1] \\ #” Station 3 Sli\ll(!ll4\\ >
0 +1
Silent Bit 1

o]} Zr2 encoding/decoding 2} o] Z} time slotoFr} <~3f.

5.1.4. IEEE 802.11 : Wifi

1. IEEE 802.11 : wifi
IEEE 802.11 E = wifiz= wireless B4] &Y.

wifie= 2.4GHz, 5GHZ 59| frequency O] 9-S AFgel 2 wifi o]E9)] 2= 2.4G, 5GE= o] =&
generationo| oftjgf, Slig 7] 7|7} AR5l O & d. &2 5G7F AFERI7F Alo] o] #Ae 4
ARG, AFE-BlE= frequency T o] AW loss Tl AHE 5 s A7k WH 5G O, 717F
2.4G tj¥jo] o] fajet 5~ Qlrk1 g

2. Passive vs. Active Scanning

wifio A= APL] host 7F2] A passive scanning = active scanning= 2-ggF.

1) Passive Scanning : host7} AP2E] 9] beacon frameS BF1l, APE AE5] requestE HE U 55t
APZ} response’E AEoll Adsl= 4]

Mg

2) Active Scanning : hostZ} probe request frame-S broadcasts}H APZF probe response frameS g
hosto] HUj1l, o]% host7} APE AH3] requestE HUYH 55 APZF responseE F45] HE5=
HFR]
o 1
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BBS 1 BBS 2 BBS 1 BBS 2

@ > z 5> e €7
@
PBog
H1

5
AP 1
Ty
H1
passive scanning: active scanning:
(1) beacon frames sent from APs (1) Probe Request frame broadcast from H1
(2) association Request frame sent: H1 (2) Probe Response frames sent from APs
to selected AP (3) Association Request frame sent: H1 to
(3) association Response frame sent selected AP
from selected AP to H1 (4) Association Response frame sent from

selected AP to H1

3. Rate Adaptaion

Sl ohE AAE, noise] Yroj ufal QAM256, QAM16, BPSK & A2 o2 {F rateg 71A] =
ZI¥lE AFs] FGoHoF o wifiol A= H&Fem 2F 7[HE o] Bl A&k

4. Power Management

APOJA] o]H hostof] Al B4 HJo]E]7F YO S hosti= sleep modeZ} E]O] power HH A1 effi-
ciencyE 2FH g}

.1.5. 4G LTE

1. 4G LTE 7%
4G LTEQ] L2 ofgfie} 2. 9 E& mpghil 222 EPC(Fvolved Packet Core)2, LTE2] core
_]

1) UE : mobile device.
2) eNode-B : base station.
3) MME : mobile deviceo] tfer #el& +dol= 2E.

5) S-GW : djo]E] A& .
6) P-GW : EPC2} 2|72 networkE& 925l - =. public internet© 2 L}Z = GHF o]& AX[A)

=]
=
gccibb ((D))
Mobil&’g;zvice mata;g(:nmh:rg)t
T3> Base station
—ugtwire~  (eNode-B)
‘::&_/"
v
T s a4 Serving Gateway (S-GW)
s WA . "t
2. OFDMA

OFDMA (Orthogonal Frequency Division Multiple Access)= ofg] 28z} Zro] X|7Fofl e} frequency
2 L ] 2} o 8xj] BEIel, 2t B A Fe] 55 Falut 83 - AR oHe WY
LTEOJA= OFDMAE &-&9F
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O F D M A: Transmission Time Interval (TTI): 1 ms

L

PRB PRB
A ?

Transmission
scheduling

example:
* Sendto7UEsin7
blocks of REs in

<— Subcarrier frequencies —

one PRB
UE,
UE,
UE,
UE,
uE, Resource Element
UEg }af= 15kHz

=
g, 0 10FDMA
————————————— time (symbols) Svmbol

BT, Gateways T 7] ol49] A2 T2 network 21| Hlo]e] HE U WEHE FASHE router 59| 37
Q. Default Gateway(7]2 Alo]E ¢ o])= destinationo] W5 networke] & wf, ] YEHIZ Yrt=
T2 5] router 5] .

Sel2 o) BAL, F) ol FEAASE A9 ol SEAA} HlolEE Fuite oz T,
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